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ABSTRACT. Gowers norms have been studied extensively both in
the direct sense, starting with a function and understanding the
associated norm, and in the inverse sense, starting with the norm
and deducing properties of the function. Instead of focusing on
the norms themselves, we study associated dual norms and dual
functions. Combining this study with a variant of the Szemerédi
Regularity Lemma, we give a decomposition theorem for dual func-
tions, linking the dual norms to classical norms and indicating that
the dual norm is easier to understand than the norm itself. Us-
ing the dual functions, we introduce higher order algebras that are
analogs of the classical Fourier algebra, which in turn can be used
to further characterize the dual functions.

1. INTRODUCTION

In his seminal work on Szemerédi’s Theorem, Gowers [I] introduced
uniformity norms U(d) for each integer d > 1, now referred to as Gowers
norms or Gowers uniformity norms, that have played an important role
in the developments in additive combinatorics over the past ten years.
In particular, Green and Tao [3] used Gowers norms as a tool in their
proof that the primes contain arbitrarily long arithmetic progressions;
shortly thereafter, they made a conjecture [5], the Inverse Conjecture
for the Gowers norms, on the algebraic structures underlying these
norms. Related seminorms were introduced by the authors [§] in the
setting of ergodic theory, and the ergodic structure theorem provided a
source of motivation in the formulation of the Inverse Conjecture. For
each integer d > 1 and 0 > 0, Green and Tao introduce a class F(d, 0)
of “(d — 1)-step nilsequences of bounded complexity,” which we do not
define here, and then showed:

Inverse Theorem for Gowers Norms (Green, Tao, and Ziegler [7]).
For each integer d > 1 and § > 0, there ezists a constant C = C(d, ) >
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0 such that for every function f on Z/NZ with |f| <1 and || f|lv@ > 0,
there exists g € F(d,0) with (g; f) > C.

Another approach was later developed by Szegedy, outlined in the
announcement [I2] for the article [11].

We are motivated by the work of Gowers in [2]. Several ideas come
out of this work, in particular the motivation that there are advantages
to working with algebra norms. The Gowers norms U (d) are classically
defined in Z/NZ, but we choose to work in a general compact abelian
group. For most of the results presented here, we take care to dis-
tinguish between the group Z/NZ and the interval [1,..., N], of the
natural numbers N. On the other hand, for applications in additive
combinatorics, the results are often more directly proved without this
separation. This is a conscious choice that allows us to separate what
about Gowers norms is particular to the combinatorics of Z/NZ and
what is more general. In summary, our point of view is that of harmonic
analysis, rather than combinatorial.

More generally, the Gowers norms can be defined on a nilmanifold.
This is particularly important in the ergodic setting, where analogous
seminorms were defined by the authors in [§] in an arbitrary measure
preserving system; these seminorms are exactly norms when the space
is a nilmanifold. While we restrict ourselves to abelian groups in this
article, most of the results can be carried out in the more general setting
of a nilmanifold without significant changes.

Instead of focusing on the Gowers norms themselves, we study the
associated dual norms that fit within this framework , as well as the
associated dual functions. Moreover, in the statement of the Inverse
Theorem, and more generally in uses of the Gowers norms, one typically
assumes that the functions are bounded by 1. In the duality point of
view, instead we study functions in the dual space itself, allowing us
to consider functions that are within a small L' error from functions
in this space. This allows us to restrict ourselves to dual functions
of functions in a certain LP class (Theorem [3.8]). In particular, the
further development of the material on dual functions leads us to a new
decomposition result for anti-uniform functions of the type favored in
additive combinatorics.

This leads to a rephrasing of the Inverse Theorem in terms of dual
functions (see Section for precise meanings of the term) in certain
L? classes, and in this form the Gowers norms do not appear explicitly
(Section[3.3)). This reformulates the Inverse Theorem more in a classical
analysis context.
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The dual functions allow us to introduce algebras of functions on
the compact abelian group Z. For d = 2, this corresponds to the
classical Fourier algebra. Finding an interpretation for the higher order
uniformity norms is hard and no analogs of Fourier analysis with simple
formulas, such as Parseval, exist. For d > 2, the higher order Fourier
algebras are analogs of the classical case of the Fourier algebra. These
algebras allow us to further describe the dual functions. Starting with
a dual function of level d, we find that it lies in the Fourier algebra
of order d, giving us information on its dual norm U(d)*, and by an
approximation result, we gain further insight into the original function.

The main result of the paper is a theorem on compactness (The-
orem [5.2)) of dual functions, obtained by applying a variation of the
Szemerédi Regularity Lemma. Roughly speaking, the theorem states
that within a given error, all shifts of a dual function of degree d are
well approximated by elements of a module of bounded rank on the
ring of dual functions of degree d — 1. This property is reminiscent of
the uniform almost periodicity norms introduced by Tao [13] and close
to some combinatorial properties used, in particular, in [7].

Acknowledgement: We thank the referee for a careful reading that
considerably improved the article.

2. GOWERS NORMS: DEFINITION AND ELEMENTARY BOUNDS

2.1. Notation. Throughout, we assume that Z is a compact abelian
group and let p denote Haar measure on Z. If Z is finite, then p
is the uniform measure; the classical case to keep in mind is when
Z =7y = Z/NZ and the measure of each element is 1/N.

All functions are implicitly assumed to be real valued. When Z
is infinite, we also implicitly assume that all functions and sets are
measurable. For 1 < p < oo, ||-||, denotes the LP(u) norm; if there is a
need to specify a different measure v, we write ||-||zr().

We fix an integer d > 1 throughout and the dependence on d is
implicit in all statements.

We have various spaces of various dimensions: 1, d, 2¢. Ordinary
letters ¢ are reserved for spaces of one dimension, vector notation ¢ for
dimension d, and bold face characters t for dimension 2¢.

If f is a function on Z and t € Z, we write f; for the function on Z
defined by

filx) = f(x +1),

where x € Z. If f is a p-integrable function on Z, we write

Eyezf(z) = / £() dpu(z).
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We use similar notation for multiple integrals. If f and g are functions
on /Z, we write

(f:9) = Eeez [ (x)g(2),

assuming that the integral on the right hand side is defined.
If d is a positive integer, we set

Vy={0,1}"

Elements of V,; are written as € = €165 - - - ¢4, without commas or paren-
theses. Writing 0 = 00---0 € V,, we set

Va=Va\ {0}

For x € Z*', we write x = (zz: €€ V})).
For €€ V,and { = (t1,to, ..., tq) € Z¢ we write
E'E:€1t1+62t2+"'+€dtd.

2.2. The uniformity norms and the dual functions: definitions.
The uniformity norms, or Gowers norms, || f||v(), d > 2, of a function
f € L*°(u) are defined inductively by

I flluay = [Eaf(2)
and for d > 2,

a1\ /2
I llow = (BLAIZG)

Note that [|-||y1) is not actually a norm. (See [I] for more on these
norms and [§] for a related seminorm in ergodic theory.) If there is
ambiguity as to the underlying group Z, we write [|-||y(4,z)-

These norms can also be defined by closed formulas:

(1) HfHU (@) = Eyez, ez Hf(x“‘g'ﬂ-
A%
We rewrite this formula. Let Z, be the subset of Z2* defined by
(2) Zo={(z+e-t:€€Vy):aeZ, teL.

This set can be viewed as the “set of cubes of dimension d’ (see, for
example, [1] or [§]). It is easy to check that Z,; is a closed subgroup
of 72", Let (tg denote its Haar measure Then Z; is the image of
71 = 7 x Z4 under the map (z,1) +— (z+€-1: € € V). Furthermore,
[tq is the i image of u X pux...xXp (taken d + 1 times) under the same
map. If fz €€ V,, are functlons in L°°(u), then

]ExEZ, tezd H f5<x +€- E) /Z H fe*(ffé‘) dud(x).

eeVy EeVy
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In particular, for f € L*>(u),

(3) 12 = / 20) djua(x).

d geVy

Associating the coordinates of the set V; with the coordinates of the
Euclidean cube, we have that the measure g is invariant under per-
mutations that are associated to the isometries of the Euclidean cube.
These permutations act transitively on V.

For d = 2, by Parseval’s identity we have that

(4) 1 lo@ = 1z,

where Z is the dual group of Z and fis the Fourier transform of f. For
d > 3, no analogous simple formula is known and the interpretation of
the Gowers uniformity norms is more difficult. A deeper understanding
of the higher order norms is, in part, motivation for the current work.

We make use of the “Cauchy-Schwarz-Gowers Inequality” (CSG)
(see [1]) used in the proof of the subadditivity of Gowers norms:

Cauchy-Schwarz-Gowers Inequality. Let f-, € € Vy, be 2¢ func-
tions belonging to L>(u). Then

(CSG) [Byes, pegafila+ 1)
~|[ I #eddnso| < TT Mo
Zd gev, ee{0,1}4

Applying the Cauchy-Schwarz-Gowers Inequality with half of the
functions equal to f and the other half equal to the constant 1, we
deduce that

1 llo@+ny = [ fllow
for every f € L*(u).

Definition 2.1. For f € L>°(u), define the dual function Dyf on Z by

(5) Dif(x) = Eppa H flz+e€- f}

GEVd

It follows from the definition that
(6) 1fZ a0 = (Dafi f).

More generally, we define:
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Definition 2.2. If f- € L™ for ¢ € V,, we write
(7) Dl fe: €€ Va)(#) = By [ [ felw +&-9),
6_'6‘7(1
We call such a function the cubic convolution product of the functions
Je.

There is a formal similarity between the cubic convolution product
and the classic convolution product; for example,

Ds(for, fro, f11)(@) = Egyreez for (x4 1) fio(x + t2) fru(x + t1 + t2).

2.3. Elementary bounds. For € € V; and o € {0,1}, we write o =
€1 ...€qa0 € Vg, maintaining the convention that such elements are
written without commas or parentheses. Thus

Vd+1 :{60 €¢c ‘/d}U{a €€ Vd}

The image of Z;,; under each of the two natural projections on Z 2%
is Z4, and the image of the measure p4.1 under these projections is jig.

Lemma 2.3. Let fz, € € Vi, be 29 — 1 functions in L>(u). Then for
all x € Z,

(8) Da(fe: &€ Va)(@)| < T Ifellair.
Eel~/d

In particular, for every f € L>®(u),

(9) IDafllse < 111157

Proof. Without loss, we can assume that all functions are nonnegative.
We proceed by induction on d > 2.
For nonnegative fo1, fio and fi1 € L®(u),

Ds(for, fr0, [11)(2) = Ejez for(x + t1)Eryez fro(x + t2) f11(x + 1 + 2)
< Ey ez for(x + )| froll2l fial2
< [ forll2ll froll2ll firl2-

This proves the case d = 2. Assume that the result holds for some
d > 2. Let fz, € € V3,1, be nonnegative and belong to L2'®) . Then

Dasi(fe: € € Varr)(2)
= ezt I] Sl + 77 DBucz [ Fnla+6- 5+ w)).

ﬁe\~/d gevd
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For every 5§ € Z% and every x € Z, by the Hélder Inequality,
Euez | fan(z+0-5+u) < [ £l
§€Vd §€Vd

On the other hand, by the induction hypothesis, for every =z € Z,

Eoeza || fo(e+77-3) < [[ I fllzes < T 1 Fillas

€V €V €V
and holds for d + 1. U
Corollary 2.4. Let f-, € € Vg, be 2% functions belonging to L*(u).
Then
(10) Byeziens [] o+ 0| < [T felloir

eeVy eeVy

In particular, for f € L>(u),

(11) [ o < [1F ]z

By the corollary, the definition (|1)) of the Gowers norm U(d) can be
extended by continuity to the space L2 (1), and if f € L2 (1), then
the integrals defining || f||v) in Equation exist and holds.
Using similar reasoning, if fz, € € V,, are 2¢ functions belonging to
L27'(1), then the integral on the left hand side of (10)) exists, the
Cauchy-Schwarz-Gowers (CSG) remains valid, and olds. If we
have 24! functions in L2 (1), then Inequality (8] remains valid. Simi-
larly, the definitions and results extend to Dy f and to cubic convolution

products for functions belonging to L2~ (1).
The bounds given here (such as (11))) can be improved and made
sharp. In particular, one can show that

[ fllo@ < £/ @+1)

and
d__
IDfllo < Iy a

We omit the proofs, as they are not used in the sequel.

When Z is infinite, we define the uniform space of level d to be
the completion of L*°(u) under the norm U(d). As d increases, the
corresponding uniform spaces shrink. A difficulty is that the uniform
space may contain more than just functions. For example, if Z =T :=
R /Z, the uniform space of level 2 consists of distributions 7" on T whose

Fourier transform T satisfies p— 1T (n)[* < +o0.
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Corollary 2.5. Let fz, € € Vg, be 2¢ functions on Z and let & € V.
Assume that fz € L'(p) and f- € L* ' (n) for €# &. Then

Eoez ez || fe(w+ & | < fall [T elloees
eeVy eeVy
etd

Proof. The left hand side is equal to

[ fatwa) T] fowe) diuat)|
Zq eeVy
eta
Using the symmetries of the measure 4, we can reduce to the case
that @ = 0, and then the result follows from Lemma . O

We note for later use:

Lemma 2.6. For every f € L2 (u), Daf(x) is a continuous function
on Z. _

More generally, if fe, € € Vy are 24 — 1 functions belonging to
L2 (), then the cubic convolution product Dy(fz: € € Vy)(z) is a
continuous function on Z.

Proof. By density and (g)), it suffices to prove the result when f: €
L>(u) for every € € V. Furthermore, we can assume that |fz] < 1 for

every € € V. Let g be the function on Z defined in the statement. For
x,y € Z, we have that

9(x) = gW)] <D Il few — foyl

g€‘7d

and the result follows. O

3. DuaALiTy

3.1. Anti-uniform spaces. Consider the space L*'~' (1) endowed with
the norm U(d). By (11), the dual of this normed space can be viewed
as a subspace of L2 /@' =1(;), with the duality given by the pairing
(+;+). Following Green and Tao [3], we define

Definition 3.1. The anti-uniform space of level d is defined to be
the dual space of L' ' (1) endowed with the norm U(d). Functions
belonging to this space are called anti-uniform functions of level d.
The norm on the anti-uniform space given by duality is called the anti-
uniform norm of level d and is denoted by |[|-[|7;4)-
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Obviously, when Z is finite, then every function on Z is an anti-
uniform function.
It follows from the definitions that

1f 1@y < N7 @
for every f € L*°(u). Thus, as d increases, the corresponding anti-
uniform spaces increase.
More explicitly, a function g € L2 /@ '=D(;) is an anti-uniform
function of level d if

d—1
sup{[(g: f)I: f € L* (1), |[fllvw < 1} < +oo.

In this case, || g||*U( 4 18 defined to be equal to this supremum. Again,
in case there may be ambiguity as to the underlying space Z, we write
117 (a,.2):

We conclude:
Corollary 3.2. For every anti-uniform function g of level d, ||g||*U(d) >
||g‘|2d—1/(2d71_1).

For d = 2, the anti-uniform space consists of functions g € L*(u)
with [[g]|s4/sz) finite, and for these functions,

(12) HQH*U(Q) = ’\5”(4/3(2)'

This example illustrates that the [|-[|7;, can not be bounded by the
norm ||-||aa-1/(24-1_1y, meaning that there is no bound for the converse
direction of Corollary [3.2]

The dual spaces allow us to give an equivalent reformulation of the
Inverse Theorem in terms of dual norms. By a dual formulation, we
mean the determination of a family F'(d, ¢), for each integer d > 1 and
each 6 > 0, of “(d — 1)-step nilsequences of bounded complexity” that
satisfies the following statement:

Inverse Theorem, Dual Form. For each integer d > 1 and each
6 > 0, every function g on Zy with ||g||j;, < 1 can be written as

g =h-+¢ with h € F'(d,6) and |[¢p]|1 < 6.
Remark 3.3. Note that the the function g is not assumed to be bounded.

We show that this formulation is equivalent to the Inverse Theo-
rem, with simple and explicit relations between the classes F(d, ) and
F'(d,0), but with different relations in each direction.

Proof. First assume the Inverse Theorem and let F = F(d,d) be the
class of nilsequences and C' = C(d, d) be as in its formulation. Let

K = F + Bpi(,(C),
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where F denotes the convex hull of 7 and the second term is the ball of
radius C' in L'(p1). Let g be a function with |{g;h)| < C for all h € K.
In particular, |g| < 1 and |(g;h)| < C for all h € K. By the Inverse
Theorem, we have that ||g||y@) < 0. By the Hahn-Banach Theorem,
K O Bya)-(C/6), the ball of radius C'/6 in the anti-uniform norm of
level d. Thus B
BU(d)*<1) - (6/C)f+ BLl(p)<5)

Taking F'(d,8) to be (§/C)F, we have the statement.

Conversely, assume the Dual Form. Say that 7' = F'(d,§/2) is the
convex hull of Fy = Fo(d,d). Assume that f satisfies |f| < 1 and
[ fllo@ = 6. Then there exists g with ||g|[7;, < 1 and (g; f) = 6. By
the Dual Form, there exists h € F" and ¢ with ||¢||; < §/2 such that
g = h +1. Since

0 <A(g; f) =(h+0: f)=(h f)+ (; f)

and (¢; f) < 0/2, we have that (h; f) < /2. Since h € F', there exists
h' € Fo with (h'; f) > 0/2 and we have the statement of the Inverse
Theorem. O

3.2. Dual functions and anti-uniform spaces.

Lemma 3.4. Let fz, €€ Vy, belong to L2 (1). Then
[Da(fe: €€ Va)lltray < H||f€||2d*1-

€€‘7d

Proof. For every h € L2 (11), we have that

|<h§9>‘ =\E,cz fezah(z + 0- t) H felv + € {)’
E€‘7d
<l - T < Il - T 1A
66‘7(1 56‘7,1
by the Cauchy-Schwarz-Gowers Inequality (CSG) and Inequality (11)).

O

In particular, for f € L2 ' (u), we have that 1Dafll7a < ||f‘|?]d(§)1-
On the other hand, by (6)),

d *
1FEa) = (Paf; £) < 1Daflliray - 1f lloca)
* d_
and thus || Daf||7 4 = ||f||2U(d)1. We conclude:

Proposition 3.5. For every f € L2 (1), 1Daf 30 = HfH?]d(g)l
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While the following proposition is not used in the sequel, it gives a
helpful description of the anti-uniform space:

Proposition 3.6. The unit ball of the anti-uniform space of level d is
the closed convex hull in L2/ =1(11) of the set

{Daf: £ € L2 (w), |1 fllvw <1}

Proof. The proof is a simple application of duality.

Let B ¢ L* /@ '=D (1) be the unit ball of the anti-uniform norm
[[[177(a)- Let K be the convex hull of the set in the statement and let
K be its closure in L2/ =D (p).

By Proposition [3.5, for every f with || f||y() < 1, we have Dyf € B.
Since B is convex, K C B. Furthermore, B is contained in the unit
ball of L2~/ '=D (1) and is a weak* compact subset of this space.
Therefore, B is closed in L**~"/@*"=1(;) and K C B.

We check that K O B. If this does not hold, there exists g €
L271@TI-D () satisfying 9ll77@a < 1 and g ¢ K. By the Hahn-
Banach Theorem, there exists f € L2 (i) with (f;h) < 1 for every
h € K and (f;g) > 1. This last property implies that ||f|v@ > 1.
Taking ¢ = Hf||5%d) - f, we have that ||¢||y@ = 1 and Dy¢ € K. Thus
by the first property of f, (Dy¢; f) < 1. But

(Dat; ) = I 155 (Dats ) = I flvia)

and we have a contradiction. O

It can be shown that when Z is finite, the set appearing in Proposi-
tion [3.6] is already closed and convex:

Proposition 3.7. Assume Z is finite. Then the set
{Daf: I fllv <1}

1s the unit ball of the anti-uniform norm.

We omit the proof of this result, as the proof (for finite Z) is similar to
that of Theorem below, which seems more useful. For the general
case, the analogous statement is not as clear because the “uniform
space” does not consist only of functions.

3.3. Approximation results for anti-uniform functions. We now
use the vocabulary reviewed and developed to prove the following de-
composition theorem:
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Theorem 3.8. Assume d > 1 is an integer. For every anti-uniform
function g with HgH*U(d) =1, integer k > d—1, and 6 > 0, the function
g can be written as
g= Ddf + ha
where
1fllee < 1/05 (| fllo@ < L
[Allor2n—1y < 6.

As in the Dual Form of the Inverse Theorem, we do not assume that
the function g is bounded.

Proof. Fix k> d—1and § > 0. For f € LZIC(/L)7 define
(£ + 2120 itk > a;
1/2¢4 .
(1% + 02 1120 itk =d —1.
Since || fllo@ < ||fllaat < |[fllar for every f € L*(n), [If]] is well

(13) I = {

defined on L2" () and || - || is a norm on this space, equivalent to the
norm ||-||x.
Let || - [|* be the dual norm of || - ||: for g € L¥/@*~1 (),

* k
ol = sup{|(f:9)|: £ € L2 (), IF] < 1}
This dual norm is equivalent to the norm |[|-||ox/or_1y. Since || f[| >
| fllv(ay for every f € L?" (1), we have that

LD ().

Fix an anti-uniform function g with [|g[|7,,) < 1. Since || f|| = || f[lv(a)
for any f, we have that

lgll” < lgllr(a for every g €

= llgll* < llgllray < 1.

Set ¢ = ¢ !g, and so ||¢'||* = 1.

Since the norm || - || is equivalent to the norm |[|-||;+ and the Banach
space (L% (1), ||-||2+) is reflexive, the Banach space (L2 (n), || -||) is also
reflexive. This means that (L2 (1), ||-||) is the dual of the Banach space
(L2 (), || - |*). Therefore, there exists f € L2 (1) with

1 = 1 and (g'; /') =
By definition of [|.f],
(14) I o < 1 and ||l < 1/6.
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Assume first that & > d. (At the end, we explain the modifications
needed to cover the case k =d — 1.)

By (3), (6), and the symmetries of the measure jq, for every ¢ €
L?" (1) and every t € R,

(15) 1f' + o E = 11 7 + 2%(Daf's 6) + oft),

where by o(t) we mean any function such that o(t)/t — 0 as t — 0.
Raising this to the power 2¥~¢, we have that

k k d
1f" + ol = I1F 1 + 251 £ @ (Daf’;¢) +o(t).
On the other hand,

1f"+ tll3e = I1F I3 + 28 (> 1,¢>+0()

Combining these expressions and using the definition (13)) of || f/ 4 t¢|)|
and of || ||, we have that

17+ 017" =1+ t6lFa) + 3117+t
=1+ 2 S 17 (Daf s ) + 0% 2515 6) + o(1)
=1+ 28| ' H?f(d?dwdf LO) 4+ 02 2L (PN 6) + oft).
Raising this to the power 1/2%, we have that
I+t = 1+t £ 1502 (Daf's8) + 6% t(F* 71 6) + o(t).
Since for every ¢ € L*" (i) and every ¢t € R we have
L+ g 0) = (g f' +td) < |If" + o],

it follows that

L+ t{g's6) < L+t f 502 (Daf's 6) + 0% H(F 74 0) + o(t) -
Since this holds for every t, we have

(g 8) = 11202 (Daf's 6) + 0% (£ 4 0.

Since this holds for every ¢, we conclude that

k_od k ok _
g = 1G@ Paf +6* =71

Thus
g=c|f H?]k(deDdf/ +ed® f
Set
= (cll )0 g and b= 0
Then

g:Ddf—I—h
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and by ,
I flloa Sl <1/0
[l 2k 2k —1) —052k||f||2k t<

Finally, if k = d — 1, for every ¢ € L?" (1) and every t € R, we still
have that (| . ) holds, and
2d 1

1F"+ tl3ums = I e + 2% F 12 (f2 75 0) + oft).
Thus
2d 1

If"+ tell = 1+ t(Daf’s &) + 6| f/ 122 (f2 75 0) + o(t).

As above, we deduce that

g =Daf + | f 3 S
Taking
f =V and b= e8| [ S
we have the statement. O

When Z is finite, we can say more:

Theorem 3.9. Assume that Z is finite. Given a function g with
19[l7:a) =1 and 6 > 0, the function g can be written as

g="Daf + I,
where
1flleo <1/8; N fllu@ <1
1R[]y < 0.
Proof. By Theorem [3.8] for every k > d — 1 we can write
9 = Dafr + hy,
where

[ frllor < 1/6; | Pallorjor—1y < 05 [ frllo) <
Let N = |Z]. Since || fi|2x < 1/0, it follows that || fx||cc < N/J. Sim-
ilarly, ||hk|le < NJ. By passing to a subsequence, since the functions
are uniformly bounded we can therefore assume that f, — f and that
hr — h pointwise as k — +o00. Thus Dy fr — Dyf pointwise and so

gIDdf+h.

Since || fillu@ = ||flluy, it follows that || f||y@ < 1. For every k >
d — 1, we have that ||hg|l1 < ||hxllosj@x_1) < 6. Since ||hgll1 — [|R[1, it
follows that ||h||; < 9. For £ >k >d — 1,

| fellae < || fell2e < 1/6.
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Taking the limit as ¢ — o0, we have that | f|lox < 1/6 for every
k>d—1andso ||flle < 1/0. O

Question 3.10. Does Theorem [3.9 also hold when Z is infinite?

We conjecture that the answer is positive, but the proof given does
not cover this case.

3.4. Applications. Theorems [3.8 and [3.9 give insight into the U(d)

norm, connecting it to the L” norms. For example, we have:

Corollary 3.11. Let ¢ be a function with ||¢]] < 1 and ||¢|lvw =
0 > 0. Then for every p > 2971, there exists a function f such that

Ifllp <1 and (Daf: ) > (6/2)".
Furthermore, if Z is finite, there exists a function f with ||f]le <1

and (Daf;0) > (0/2)%".

Note that for finite Z, this last statement is reminiscent of the Inverse
Theorem.

Proof. It suffices to prove the result when p = 2% for some integer
k > d —1. There exists g with ||g|[;;, = 1 and (g;¢) = 0. Taking
6 = 0/2 in Theorem [3.8, we have the first statement. For the second
statement, we apply Theorem [3.9 O

Theorem [3.9|leads to another reformulation of the Inverse Theorem,
without any explicit reference to the Gowers norms. Once again, we
mean the determination of a family F”(d, ¢), for each d > 1 and § > 0,
satisfying:

Inverse Theorem, Reformulated Version. For every 6 > 0 and
every function ¢ on Zy with ||¢||« < 1, the function Dyp can be written
as Dy = g+ h with g € F"(d, ) and ||h|; < 6.

We show that the statement is equivalent to the Dual Form of the In-
verse Theorem, with simple and explicit relations between the families
F'(d,d) and F"(d,?), again with different relations in each direction.

Proof. First assume the Dual Form. Given ¢ with [[¢]|» < 1, we
have that [|¢|y@) < 1 and thus [[Da¢lj;, < 1. By the Dual Form,
Da¢p = h + 1, where h € F'(d,0) and ||¢||; < J, which is exactly the
Reformulated Version.

Conversely, assume the Reformulated Version. Let g € By-(1),
where By (g)+(1) denotes the ball of radius 1 in anti-uniform norm of
level d. Then by Theorem .8 g = Dyh + 1), where ||h]| < 2/6 and
)i < 6/2. Define F' = F'(d,6) to be equal to (2/8)* ' F"(d,n),
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where 7 is a positive constant to be defined later and F”(d,n) is as in
the Reformulated Version. By the Reformulated Version, Dyh = f 41,
with

feF and [y < (2/8)'n.

Then g = f + ¢ + ¢ with f € F and [|6 + ¢lls < 6/2+ (2/0)*"'n.
Taking 17 = (6/2)%', we have the result. O

3.5. Anti-uniformity norms and embeddings. This section is a
conjectural, and somewhat optimistic, exploration of the possible uses
of the theory of anti-uniform norms developed here. The main interest
is not the sketches of proofs included, but rather the questions posed
and the directions that we conjecture may be approached using these
methods.

Definition 3.12. If G is a (d — 1)-step nilpotent Lie group and I is
a discrete, cocompact subgroup of GG, the compact manifold X = G /T’
is (d — 1)-step nilmanifold. The natural action of G on X by left
translations is written as (g, z) — g.x for g € G and z € X.

We recall the following “direct” result (a converse to the Inverse The-
orem), proved along the lines of arguments in [§]:

Proposition 3.13 (Green and Tao [4], Proposition 12.6). Let X =
G/T be a (d — 1)-step nilmanifold, x € X, g € G, F be a continuous
function on X, and N > 2 be an integer. Let f be a function on Zy
with | f| < 1. Assume that for some n >0,

|Eocnen f(n)F(g" - z)| = 1.
Then there exists a constant ¢ = ¢(X, F,n) > 0 such that
1 f ey = ¢

The key point is that the constant ¢ depends only on X, F', and 7,
and not on f, N, g or z.

Remark 3.14. In [4], the average is taken over the interval [—-N/2, N/2]
instead of [0, V), but the proof of Proposition is the same for the
modified choice of interval.

A similar result is given in Appendix G of [6], and proved using sim-
pler methods, but there the conclusion is about the norm || f||r(a,z,.),
where N’ is sufficiently large with respect to V.

By duality, Proposition can be rewritten as

Proposition 3.15. Let X = G/T',xz,g,F be as in Proposition [3.15
Let N > 2 be an integer and let h denote the function n — F(g" - x)
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restricted to [0, N) and considered as a function on Zy. Then for every
n > 0, we can write

h=a¢+1
where ¢ and ¢ are functions on Zy with |¢[|f;, < o(X, Fin) and
[l <.

Proposition [3.13) does not imply that ||A[|f;, is bounded indepen-
dent of N, and using , one can easily construct a counterexample
for d = 2 and X = T. On the other hand, for d = 2 we do have
that [|A||7; ) is bounded independent of N when the function F is suf-
ficiently smooth. Recalling that the Fourier series of a continuously
differentiable function on T is absolutely convergent and directly com-
puting using Fourier coefficients, we have:

Proposition 3.16. Let F' be a continuously differentiable function on
T and let « € T. Let N > 2 be an integer and let h denote the restric-
tion of the function n — F(a") to [0,N), considered as a function on
Zy. Then

17ll7r2) < cllFlleazy,

where ¢ is a universal constant.

A similar result holds for functions on T*.

It is natural to ask whether a similar result holds for d > 2. For
the remained of this section, we assume that every nilmanifold X is
endowed with a smooth Riemannian metric. For k > 1, we let CF(X)
denote the space of k-times continuously differentiable functions on X,
endowed with the usual norm |-|cr(x). We ask if the dual norm is
bounded independent of V:

Question 3.17. Let X = G/T" be a (d — 1)-step nilmanifold. Does
there exist an integer k > 1 and a positive constant ¢ such that for all
choices of a function F € CK(X), g € G, v € X and integer N > 2,
writing h for the restriction to [0, N) of the function n — F(g" - x),
considered as a function on Zy, we have

1All7r @y < cllFllerx)?

Definition 3.18. If g € G and = € X are such that ¢V - = z, we say
that the map n +— ¢" - x is an embedding of Zy in X.

Proposition 3.19. The answer to Question [3.17 is positive under the
additional hypothesis that n +— ¢g" - x 1s an embedding of Zy in X,
meaning that ¢~ - = .
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The proof of this proposition is similar to that of Proposition 5.6
in [9] and so we omit it.

More generally, we can phrase these results and the resulting ques-
tion for groups other than Zy. We restrict ourselves to the case of
T, as the extension to T* is clear. By the same argument used for

Proposition [3.13] we have:

Proposition 3.20. Let X = G/I" be a (d—1)-step nilmanifold, v € X,
u be an element in the Lie algebra of G, and F' be a continuous function
on X. Let f be a function on T with |f| < 1. Assume that for some
n > 0 we have

[ #OF el - 2) de] =

where we identify T with [0,1) in this integral. Then there exists a
constant ¢ = ¢(X, F,n) > 0 such that

1 fllo@ > c

By duality, Proposition |3.20| can be rewritten as

Proposition 3.21. Let X = G/I',z,u, F, and ¢ = ¢(X, F,n) be as
in Proposition [3.20. Let h denote the restriction of the function t —
F(exp(tu) -x) to [0,1), considered as a function on T. Then for every
n > 0, we can write

h=oé+1,
where ¢ and 1 are functions on T with ||¢[|7;, < ¢ and [|¢[[; <n.

We also pose the analog of Question for the group T:

Question 3.22. Let X = G/I' be a (d — 1)-step nilmanifold. Does
there exist an integer k > 1 and a positive constant ¢ such that for all
choices of a function F € C*(X), u in the Lie algebra of G, and x € X,
writing h for the restriction of the function t — F(exp(tu) 93) to [0,1),
considered as a function on T, we have

1AMz @y < cllFllerx)?

Analogous to Proposition[3.19, the answer to this question is positive
under the additional hypothesis that t — exp(tu) - z is an embedding
of T in X, meaning that exp(u) - = = x.

4. MULTIPLICATIVE STRUCTURE

4.1. Higher order Fourier Algebras. In light of Theorem [3.8, the
family of functions g on Z of the form g = Dyf for f € L* (1) for
some k > d — 1 is an interesting one for further study. More generally,
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we also consider cubic convolution products for functions fz, € € I7d,
belonging to L*"(y) for some k > d — 1. We restrict ourselves to the
case k = d — 1, as it gives rise to interesting algebras.

Definition 4.1. For an integer d > 1, define K(d) to be the convex
hull of

{Di(fe: €€ Vy): [e € L*7 ' (p) for every €€ V, and H | fellga—r < 1}
eev,

By Lemma [2.6] K(d) is included in the algebra C(Z) of continuous
functions on Z and, by (§)), it is included in the unit ball of C(Z) for
the uniform norm.

Define K(d) to be the closure of K(d) in C(Z) under the uniform
norm.

Define A(d) to be the linear subspace of C(Z) spanned by K(d),
endowed with the norm ||| 44y such that K(d) is its unit ball.

We call A(d) the Fourier algebra of order d.

We begin with some simple remarks. Clearly, for d > 2, if Z is a
finite group, then K(d) = K(d), and every function on Z belongs to
A(d).

It follows from the definitions that A(1) consists of the constant
functions with the norm ||-|| 4¢1) being absolute value.

For every g € A(d), again by using we have that

(16) I9lloe < N9l Aca)-

By Lemma [3.4], we have that g belongs to that anti-uniform space of
level d and that

9l < llgllaqa)-
Lemma 4.2. Let K.(d) to be the convex hull of

{Dy(fe: €€ Vy): f. € C(Z) for every €€ Vy and HHfg’Hinfl < 1}.
56‘7(1
Then K(d) is the closure of K.(d) in C(Z) under the uniform norm.

Let (gn) be a sequence in A(d) such that ||gn||a) ts bounded. If g,
converges uniformly to some function g, then g € A(d) and ||g||a@ <

SUPy || gnl AGa) -
The space A(d) endowed with the norm ||| a) s a Banach space.

Proof. By density, the first statement follows immediately from In-
equality . The second statement follows immediately from the def-
inition.
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Let h, be a sequence in A(d) with ) ||h,]la@ < +00. We have to
show that the series Y h, converges in A(d). By (16), the series con-
verges uniformly. Set h to be the sum of the series. By the second part
of the lemma, h belongs to A(d) and ||Al|a@a) < Y, ll9nlla@)- Applying
the same argument again, we obtain that for every N,

I — Zh i = | Z | gy < Z 1ol aca)

n=N+1 n=N+1
and the result follows. O

4.2. The case d = 2. We give a further description for d = 2, relating
these notions to classical objects of Fourier analysis.
By definition, Vs = {01,10,11}. Every function g defined as a cubic

convolution product of fz, € € Vg, satisfies

(17) PIEGIEEDSY | NIEGIRE

er §eZ e,
-~ 1/3 2/3
<TI0 = TTIrE".
eeVr t€Z eV,
Thus
pGIE IEE
134 eeVs

It follows that for g € A(2), we have that
ST < Ngllaw-
¢ez

On the other hand, let g be a continuous function on Z with .7 [g(¢)]
< 400. This function can be written as (in this example, we make an
exception to our convention that all functions are real-valued)

=3G90 (@) = GO Er ezb(w + 1)E(w + t2)E(x + ty + 1),
cez 134

By Lemma , we have that g € A(2) and [[g][a2) < D ccz [9(E)]-
We summarize these calculations:

Proposition 4.3. The space A(2) coincides with the Fourier algebra
A(Z) of Z:

AZ):={geC(2): > [(&)| < +oo}

§€Z
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and, for g € A(Z), ||9lla) = llgllaz), which is equal by definition to
the sum of the series.

4.3. A(d) is an algebra of functions.

Theorem 4.4. The Banach space A(d) is invariant under pointwise
multiplication and ||-||a) is an algebra norm, meaning that for all

9,9 € A(d),
(18) 99| @@y < ll9ll aa) 19 aca)-

Proof. By the first part of Lemma [4.2] and density, it suffices to show
that when

g(x) = Dy(fz: €€ Vd)(:c) and ¢'(x) = Dy(fL: €€ Vy)(x),

with fzand fL e C(Z) for every € € V, and with

[TI/elas < tand TNl < 1.

66‘7(1 66‘7;1

we have gg' € A(d) and ||gg'||a@) < 1.
Rewriting, we have that

g(:p)g’(x) = Egeza (Efezd H fe(x +€- f} fei(x +€- 5‘))

E'E“;'d

Letting @ = § — ¢, this becomes

9(x)g () = Egega (Egezd H fllz+&-t) fla+E-d+éE f))

€€‘7d
= Egeza (E{ezd H (fe- éaa)(x +€ ﬂ) = Eqezag'™ (@),
6_)6‘70;
where
9" (x) = Dd(f€- ceqt €€ ‘7;1) ()
(19) = Egza H(fg’fééﬁ)(x"‘g'ﬂ'

€€‘~/d
We claim that
(200 Eaege [ [z frcallzos < TTUfAloar [[f2loan < 1.

E’evd gEVd
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Namely,
Eaeze | [Ife- Freallzi
56‘7(1
= Euh...,ud,lez ( H Hfg : fé61u1+---+€d,1ud,1 H2d71
g€‘7d
eq=0

EUdEZHfg : fé‘,e1u1+~--+ed_1ud_1+ud ||2d_1)

S ]Eul,...,’u,d,1€Z ( H ”fg ’ fé€11/,1+~-+6d,1ud,1 H2d71

6_)6‘7(1
eq=0
E / 2‘171 1/2d71
H UdEZ||f€‘ fé‘,elu1+~-~+ed,1ud,1+ud”2‘1*1 .
e”ef/d
€q=1
But, for all uy,us,...,uq_1 € Z and every € € Vy with ¢; = 1,

2d71
EudeZ”fE . féelu1+--~+ed_1ud_1+ud ||2d71
2d71 2d71 2d71

= Boezll fe - feullzamr = |l fellza 1250
On the other hand,
]E‘ul,...,ud,1€Z H Hfg . féelu1+---+€d,1ud71 H2d71

€€‘~/d
eq=0
1/2d—1
2d71
< H (Euy--wuquZHfg . fé6lul+"'+€d—lud—1H2d71> :
EeV'd
€q=0
But, for € € V, with eg = 0, we have that €;,...,€4_1 are not all
equal to 0 and
2d—1 2d—1
Busowarezll fe - Fruntotes vug ot =Buwezll fe - foullzas

d—1 d—1
=|| fellzar 120120

Combining these relations, we have proved claim ([20)).
On the other hand, since by assumption each of the functions (i, z) —
fe(x) fL.-(x) is continuous on Z¢ x Z, we have that each of the func-

e

€,EU

tions @ +— ||fz . fLozllza-1 is continuous on Z?. Moreover, by the defi-

nition of the functions g™, it follows that the function (i, x) —
g (z) is also continuous on Z?x Z (see also Corollaryand Lemma.
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Therefore, for every 6 > 0, there exists a finite subset {u1, ..., u,} of
Z? and non-negative numbers \q,. .., \, with ZT.L: A; = 1 such that

lag" = > Aig"™|
j=1
Eieza H||f€~ EgﬁHTl L Z)\ H”fe . 53@“24 !

6_‘6‘7(1 EGVd

Egezag™ ZA 9" () ‘ < 6

= sup

< 0,

and combining this with (20, we now have that

D TTIe - Foa llzis < 146,

GEVd

Therefore, the function > 7, 2;g'%) belongs to the set (1 + 6)K(d).
Letting § tend to 0, we conclude that gg’ belongs to K(d) and in
particular, gg' € A(d) and ||gg'|| aa) < 1. O

4.4. Tao’s uniform almost periodicity norms. In [I3|, Tao intro-
duced a sequence of norms, the uniform almost periodicity norms, that
also play a dual role to the Gowers uniformity norms:

Definition 4.5 (Tao [13]). For f: Z — C, define || f|[yspo(z) to be
equal to |c| if f is equal to the constant ¢, and to be infinite otherwise.
For d > 1, define || f|[yppa+1(z) to be the infimum of all constants M > 0
such that for all n € Z,

T"f = MEpen(cnngn),

for some finite nonempty set H, collection of functions (g )pey from Z
to C satisfying ||gn || r(z) < 1, collection of functions (¢, )neznen from
Z to C satisfying |[c,nlluapt(z) < 1, and a random variable h taking
values in H.

When the underlying group is clear, we omit it from the notation

and write || f{luapa(z) = || f lluape-

Remark 4.6. The definition given in [13] implicitly assumes that Z is
finite; to extend to the case that Z is infinite, take H to be an arbi-
trary probability space and view the functions g and ¢, as random
variables.

Tao shows that this defines finite norms UAP? for d > 1 and that for
finite Z, the uniformly almost periodic functions of order d (meaning
functions for which the UAP? norm is bounded) form a Banach algebra:

1/ 9llvape < 1 f uspallglluspa-
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The UAP?"! and A(d) norms are related: both are algebra norms
and they satisfy similar properties, such as

| flluapa-1 = (1 f 7
and
£l = 1 F 117 a)-

For d = 2, the two norms are in fact the same (an exercise in [14] due
to Green and shown in Section below). However, in general we do
not know if they are equal:

Question 4.7. For a function f: Z — C, s

11l a@ = 1 f luapa-
foralld > 27

In particular, while the UAP norms satisfy

[/ lloap@-1) = [1.f [luap(a)
for all d > 2, we do not know if the same inequality holds for the norms

A(d).

4.5. Decomposable functions on Z,;. Recall that Z,; is the subgroup
of Z2" defined in and g is its Haar measure. Elements x € Z,; are
written as x = (zz: € € Vy).

Definition 4.8. Let M(d) be the convex hull of the family of functions
on Z, that can be written as
(21)

F(x) = H fozz) with fz € L*'(u) for every € and H | felloa < 1.

vy vy

By the remark following (11), M(d) is included in the unit ball of
L%(u1q). Define M(d) to be the closure of M(d) in L?(j).

Define the space D(d) of decomposable functions to be the linear
span of M(d), endowed with the norm ||| p() such that M(d) is the
unit ball.

We have that D(d) C L*(pq) and that || F||12(.,) < [|[F]|p) for every
F € D(d) . It Z is a finite group, then every function on Zy belongs to
D(d) and M (d) = M(d).

Lemma 4.9. Let M.(d) to be the convex hull of the family of functions
on Z; that can be written as
(22)

F(x) = H fe(xz) with fz € C(Z) for every € and H||fg||2d < 1.

eeVy €evy
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Then M(d) is the closure of M.(d) in L*(ug).
Let (F,) be a sequence in D(d) such that || F,| p@y is bounded. If F,
converges to some function F in L*(uq), then F € D(d) and ||F||p@) <

SUPy || Bl pa) -
The space D(d) endowed with the norm ||| p) is a Banach space.

The proof of this lemma is nearly identical to that of Lemma[4.2]and
SO we omit it.

4.6. Diagonal translations.

Definition 4.10. For t € Z, we write t* = (t,t,...,t) € Z;. The map
X — X + 2 is called the diagonal translation by t.

Let Z(d) denote the subspace of L?(j4) consisting of functions in-
variant under all diagonal translations. The orthogonal projection 7
on Z(d) is given by

TF(x) = By F(x + t2).

Proposition 4.11. If F' € D(d), then nF € D(d) and ||7F||p@wy <
1E | p(a)

Furthermore, mF € L™ (q) and ||7F||roc(uy) < | FllD(a)-

In particular, functions F € D(d) N Z(d) are bounded on Z,; and
satisfy || Flloo < |[Fllp(a)-

Proof. We start by proving the second statement. We begin with the
case that F' is defined as in (21]). Rewriting the definition of 7F(z), we
have that for every x € Zy,

7P| = [Euer [T Sewe®)] < T acllze <1

eevy eevy

and thus ||7F||ge(u,) < 1. This bound remains valid if F' belongs to
the convex hull M (d) of functions of this type. Assume now that F
belongs to M(d). Let (F,) be a sequence in M(d) converging to F in
L*(4). We have that ||7F,|| () < 1 for every n, and since the map
7 is continuous in the L?(ug)-norm, nF, — 7F in L*(pg). It follows
that ||7F || geo(u,) < 1. This proves the announced result.

We now prove the first statement of the proposition, assuming first
that the function F has the form given in (22)). We rewrite the definition

of mF as
PF(x) = Euey [ frala).
eevy
Proceeding as in the proof of Theorem [4.4] we approximate the integral
E; in the uniform norm by a finite average that belongs to M(d). We
deduce that 7F € M(d). By density and since 7 is continuous in the
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L%mnorm, the same result holds for every FF € M(d), completing the
proof of the statement. The last statement follows immediately from
the previous two. O

Theorem 4.12. For F' € D(d) and G € D(d) NZ(d), we have that
FG belongs to D(d) and that || FG| pw@y < |F|lp@llGllp

In particular, D(d)NZ(d), endowed wzth pointwise multzpl@cation and
the norm ||-|| gy, is a Banach algebra.

Proof. Since 7G = G when G € D(d) N Z(d), it suffices to show that
for all F,G € D(d), we have F.w(G) € D(d) and

(23) |F.7G | pay < 1 F] @yl Gl peay-

First consider the case that F' and G are product of continuous func-
tions. More precisely, assume that

= [ fe=a), Gx0) =[] 9=
eeVy €evy

where fz and gz belong to C(Z) for every € € V; and
[T1fdl2e <1 and J]lgelloe < 1.

eeVy eeVy

Then
(PrG)(x) = Erez [ [ (fegee)(we) = Erez HO (),
eevy

where

HO(x) i= ] (fege) (o).
eeVy
Furthermore,

2\ 1724
Eiez [] I fegeillo < [T (Brezll fegeclfs) ™ = TTISelloallgallae < 1.

eeVvy eeVy eeVy

We now proceed as in the end of the proof of Theorem [{.4] For every
d > 0, choose an integer n > 1, a finite subset {¢,...,t,} of Z, and
non-negative \q,..., A, with Z?Zl Aj = 1 such that

)F?TG ZAH ‘_‘EtGZH ZAH ‘ <6
for every x € Zd and

SN Tz genllos < 6+ Baez [[ 1z geallzs < 140,

j=1 eevy eevy
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This last bound implies that the function sumj_;\;H ) belongs to
(1 4+ 90)M(d) and by the preceding bound, we have that the function
(F-7G) € M(d).

The same results holds when F' and G belong to M.(d). Assume now
that F' and G belong to M(d). By the first part of Lemma [4.9) there
exist sequences (F,,) and (G,) in M.(d) with F,, - F and G,, — G in
L*(p1q). By the second part of Proposition [L.11] [|7Gy ||,y < 1 for
every n and || 7G| poo ) < 1.

Since F;, — F in L*(u1q), we have that (F,, — F) - 7G — 0 in L*(pg).
Since G, — 7G — 0 in L?*(ug), by passing to a subsequence we can
assume that 7G,, —7G — 0 pg-almost everywhere. For every n € N, we
have that |F (G, —7G)|* < 4|F|? and thus by the Lebesgue Dominated
Convergence Theorem, ||F(rG), — 7G)||12(,,) — 0. Finally, F, - G,
converges to F-7G in L?(juq) and F-7G € M(d), completing the proof
of Theorem .12l O

5. A RESULT OF FINITE APPROXIMATION

5.1. A decomposition theorem. For a probability space (X, u), we
assume throughout that it belongs to one of the two following classes:

e 1 is nonatomic. We refer to this case as the infinite case.
e X is finite and y is the uniform probability measure on X. We
refer to this case as the finite case.

This is not a restrictive assumption: Haar measure on a compact
abelian group always falls into one of these two categories.

As usual, all subsets or partitions of X are implicitly assumed to be
measurable.

Definition 5.1. Let m > 2 be an integer and let (X,...,X,,) be
a partition of the probability space (X, p). The partition is almost
uniform if:

e In the infinite case, pu(X;) = 1/m for every i.
e In the finite case, | X;| = || X|/m] or [|X]|/m] for every i.

The main result of this paper is:

Theorem 5.2. Let d > 1 be an integer and let 6 > 0. There exists an
integer M = M(d,d) > 2 and a constant C' = C(d,5) > 0 such that

the following holds: if fz, € € Vi1, are 291 — 1 functions belonging to
L (1) with || fe]| 2oy < 1 and

(x) = Duga(fe: € € Viyr)(2),
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then for every § > 0 there exist an almost uniform partition (X1, ..., X,,)
of Z with m < M sets, a nonnegative function p on Z, and for
1<i<m and everyt € Z, a function ¢§” on Z such that

(1) llpllL2uy < 6;
ii ¢(t) o <1 and gb@ Ay < C for every i and every t;
i i (d)
(i)

’Cb(l’ +1) — Z Ix, (-T)d)gt)(x) < p(x) for allz,t € Z.

=1

Combining this theorem with an approximation result, this leads to
a deeper understanding of properties of the dual norm.

Remark 5.3. In fact we show a bit more: each function ¢§t) is the sum
of a bounded number of functions that are cubic convolution products
of functions whose L2*~' (1) norms are bounded by 1.

Remark 5.4. The function ¢ in the statement of Theorem satisfies
|¢| <1 and thus 0 < p < 2.

Remark 5.5. Theorem holds for d = 1, keeping in mind that A(1)
consists of constant functions and that ||-||aa) is the absolute value.
In this case, the results can be proven directly and we sketch this
approach. In Section [£.2] we showed that the Fourier coefficients of the

function ¢ satisfy
Yo l6E©P”? < 1.
¢€z

Let ¢ be the trigonometric polynomial obtained by removing the Fourier
coefficients in ¢ that are less than §3. The error term satisfies ||¢ —
Y]l < 0 and so the function p in the theorem can be taken to be the

constant §. There are at most 1/62 characters £ such that ¥(¢) # 0.
Taking a finite partition such that each of these characters is essen-
tially constant on each set in the partition, we have that for every ¢,
the function ¢, is essentially constant on each piece of the partition.

A counterexample. The function ¢ belongs to A(d+1), with ||¢]| a@+1) <
1. But Theorem can not be extended to all functions belonging to
A(d+1), even for d = 1. Meaning, the conclusion of the theorem does
not remain valid for the family of functions belonging to the unit ball
A(2). We explain this point further.

Assume instead that the conclusion remains valid for functions in

the unit ball A(2). Take Z = T, 6 = 1/10, let M = M(1,0) be
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associated to ¢ as in the statement, and let § = 1/2M. Define ¢ to be

the triangular function over the base [—6,6):
2]

1— =1

o() = 0

0 otherwise.

if |x| < 6,

Then the Fourier coefficients of ¢ are non-negative and

9lla@ = Y é(n) = $(0) = 1.
nez
Let m < M, (X;: 1 <i< M), qbl(t) and p be associated to ¢ and ¢ as in
the statement. Recalling that A(1) consists only of constant functions
and using part , we have that for every 1 <i <m and z,2’ € X;,

|o(x +t) — (2’ +t)| < p(x) + p(z') for every t € T.

Taking ¢ = —x and using the definition of ¢, it follows that for all
zr, 2 € X; with |z — 2| > 6, the sum p(z) + p(2’) > 1. Therefore,
defining F; = {x € X;: p(x) < 1/2}, for all z,2' € F}, |z — 2'| < 6.
This implies that F; is included in an interval of length 6, and we
conclude that

p{zeT: p(x) >1/2}) >m(l/m—6)>1— Mo =1/2.
This contradicts ||p|l2 < 0 = 1/10.

Remark 5.6. On the other hand, for A(2), we have a weaker form of
the Theorem |5.2] Maintaining the same notation, for |¢[[ae) < 1,
part of the conclusion becomes that for every ¢, the left hand side
of the equation has L?() norm bounded by 4.

Before turning to the proof of Theorem[5.2], we need some definitions,
notation, and further results. Throughout the remainder of this section,
we assume that an integer d > 1 is fixed, and the dependence of all
constants on d is implicit in all statements. For notational convenience,
we study functions belonging to A(d 4 1) instead of A(d).

5.2. Regularity Lemma.

Definition 5.7. Fix an integer D > 2. Let (Z, 1) be a probability
space of one of the two types considered in Definition [5.1]

Let v be a measure on Z” such that each of its projections on Z is
equal to p.

Let P be a partition of Z. An atom of the product partition P x
... X P (D times) of ZP is called a rectangle of P.

A P-function on ZP is a function f that is constant on each rectangle
of P.
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For a function ' on Z”, we define Fp to be the P-function obtained
by averaging over each rectangle with respect to the measure v: for
every x € ZP if R is the rectangle containing z, then

1 , '
Fla) = m/qu if v(R) # 0;

0 if v(R) = 0.

An m-step function is a P-function for some partition P into at most
m sets.

As with d, we assume that the integer D is fixed throughout and
omit the explicit dependencies of the statements and constants on D.

We make use of the following version of the Regularity Lemma, a
modification of the analytic version of Szemerédi’s Regularity Lemma
in [10]:

Theorem 5.8 (Regularity Lemma, revisited). For every D and § > 0,
there exists M = M (D, ) such that if (X, ) and v are as in Defini-
tion then for every function F on ZP with |F| < 1, there is an
almost uniform partition P of Z into m < M sets such that for every
m-step function U on ZP with |U] <1,

‘/U(F—Fp)dz/ <6

We defer the proof to Appendix [A] In the remainder of this section,
we carry out the proof of Theorem [5.2]

5.3. An approximation result for decomposable functions. We
return to our usual definitions and notation. We fix d > 1 and apply
the Regularity Lemma to the probability space (Z, u), D = 2% and the
probability measure pg on Z2°.

In this section, we show an approximation result that allows to pass
from weak to strong approximations:

Proposition 5.9. Let F' be a function on Zy belonging to D(d) with
|Fllp@ <1 and || F||pe(uy) < 1. Let 6 > 0 and P be the partition of Z
associated to F' and 0 by the Regularity Lemma (Theorem @ Then
there exist constants C' = C(d) > 0 and ¢ = ¢(d) > 0 such that

IF — Fp| 12y < (CO°+ 0)Y/2.
We first prove a result that allows us to pass from sets to functions:

Lemma 5.10. Assume that F is a function on Zg with ||F||Le(u,) < 1.
Let 6 > 0 and let P be the partition of Z associated to F' and 6 by the
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Regularity Lemma (Theorem @) If fz, € € Vy, are functions on Z
satisfying || fellaa < 1 for every €, then

(24) Exez,(F — Fp)(x) [ ] fe(xe)

eeVy

where ¢ = ¢(d) and C' = C(d) are positive constants.

In other words, writing [|||;,, for the dual norm of the norm ||-|| p(a),
we have that

I = Fplpay < C6.

Proof. Let n > 0 be a parameter, with its value to be determined. By
construction, P is an almost uniform partition of Z into m < M(n)
pieces and the function F' = Fp satisfies

(25) Ez,U(F —Fp)| <n

for every m-step function U on Z, with |U] < 1. We show (24)).
By possibly changing the constant C', we can further assume that
the functions f= are all non-negative. For €€ {0, 1}¢, set

fi(x) = min(fe(x),n) and fZ(z) = fe— fi(x).

Thus the average of can be written as a sum of 2¢ averages, which
we deal with separately.
a) We first show that

(26)

For u € R, write
A@u) = {z € 7+ f4r) < u).
For each € € {0,1}¢, we have that

fi(w) = /O Lageu () du

and so the average of the left hand side of is the integral over
u = (ug: €€ V) € 0,7 of

By (25]), for each u € [O,n]Qd, the absolute value of this average is
bounded by 6. Integrating, we obtain the bound .
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b) Assume now that for each € € {0, 1}%, the function gz is equal either
to fLor to fZ, and that there exists @ € {0,1}? with g5 = f~. We show
that

Evez,(F — Fp)(x) [ ] ge(wo)| < 2072

eeVy

Since |F' — Fp| < 2 and the functions gz are nonnegative, it suffices to
show that

_od
Exez, H ge(we) <=2
€e{0,1}4

By Corollary the left hand side is bounded by

T lgellzs - gl < llgall = / o () fs(2)
eeVy
ea

< |l fallae pfx € Z: falx) > np® 020 <72
and we have the statement.
c) The left hand side of is thus bounded by
n2d9 + 2(2d _ 1)7]72d+1_
Taking 7 = §~/"" =1 we obtain the bound (24). O
We now use this to prove the proposition:

Proof of Proposition[5.9. Since F belongs to D(d) with || F||p@) < 1,
it follows from the definition of this norm and from Lemma [5.10] that
Exer,(F — Fp)(x)F(x)| < CO°.

On the other hand, Fp is an m-step function and by the property of
the partition P given in the Regularity Lemma(Theorem , we have
that |Excz, (F — Fp)(x)Fp(x)| < 6. Finally, Exez, ((F — Fp)(x)?) <
co°+ 6. O

5.4. Proof of Theorem [5.2 We maintain the notation and hypothe-
ses from the statement of Theorem [£.21

a) A decomposition. Define P : L'(uy) — L'(1) to be the opera-
tor of conditional expectation. The most convenient definition of this
operator is by duality: for h € L>(u) and H € L (uy),

[ Ha) PH@) dute) = | hag HE0) duat).

Zq
Recall that ||P HHLI(/Jd) S ||H||Ll(ud)'
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By definition, when

= H fe(ze

ecVy
where the functions f belong to L2 @) then

(27) P H(x) =By, [ [ fe+2-1).

eeVy

For x € Z,;, define

and
- <7T® fé‘l) (X) = EUEZ H fg‘l([Eg—I— u)
eevy €eVy

For x € Z, we have

¢(x) = Esez, [ | (feo(:c +& ) Euez [[ falz+e-5+ u)) —P(G-F).
€e\~/d eeVy
Recall that for ¢t € Z, ¢, is the function on Z defined by ¢,(z) =

o(x +t).
For t € Z and x € Z,;, define

Gua(x) = Gz +t*) = [ [ falze+1).

EGVd

Since the function F' is invariant under diagonal translations, for z,t €
Z we have that

o(x) = P(Gya - F)(x).
By Proposition {4.11] m the function F' € D(d) and ||F||p@ < 1. Thus
[E N oo uay < 1.
Let 5 > 0. Let ¢ and C be as in Proposition and let § > 0 be
such that (C6°+ 0)/2 < . Let P and Fp be associated to F' and 6 as

in the Regularity Lemma. Let P = (Ay,..., An).
For x,t € Z, we have that

¢i(x) = P(Ga - (F — Fp)) + P(Ga - Fp)

and we study the two parts of this sum separately.
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b) Bounding the rest. Define
p(x) = (P(F — Fp)?) 2.
We have that
ol = IIP(F = Fp)2 1%, < I(F = Fp) 155, = IF = Prllraguy < 6,

where the last inequality follows from Proposition
Moreover,

P(Gya - (F = Fp))| < (P(G2))? - (P(F — Fp)?)'"? < p(a)
by and Lemma [2.3

c¢) The main term. We write elements of {1,...,m}>" as
J=(je: €€ Vo).
For j = (je: €€ V) € {1,...,m}*", write
eevy

The function Fp is equal to a constant on each rectangle R;. Let ¢;
denote this constant. We have that |¢;| < 1.
For 1 <i<m and t,z € Z, define

0 (@) =Bseze Y o] la, e +E 9dala+ 3.

L s
jefl,..my2? @y

Since distinct rectangles are disjoint, it follows that

) S o[ (e +E D) dale+e-5)| < [ 1oale+e- ).

je{l,.,my2?  &vy eV,

0”@ <1
On the other hand, the function gbgt) is the sum of m2~! functions
belonging to A(d) with norm < 1 and thus
161 lla@ < € = M.
We claim that

m

(28) P(Gea - Fp) =Y 14, (2)6" ().

=1
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From the definitions, we have that

(G- Fp)x)= > ¢ ] falee) [ 1a,. (o).

jE{l,...,m}Wi Ee{vd gEVd

Grouping together all terms of the sum with j; = 4 and using , we
obtain (28)). This completes the proof of Theorem . 0

6. FURTHER DIRECTIONS

We have carried out this study of Gowers norms and associated dual
norms in the setting of compact abelian groups. This leads to a natural
question: what is the analog of the Inverse Theorem for groups other
than Zy? What would be the generalization for other finite groups
or for infinite groups such as the torus, or perhaps even for totally
disconnected (compact abelian) groups?

In Section [3.5] we give examples of functions with small dual norm,
obtained by embedding in a nilmanifold. One can ask if this process
is general: does one obtain all functions with small dual norm, up to
a small error in L' in this way? In particular, for Zy this would mean
that in the Inverse Theorem we can replace the family F(d,d) by a
family of nilsequences with “bounded complexity” that are periodic,
with period N, meaning that they all come from embeddings of Zy in
a nilmanifold.

By the computations in Section[4.2] we see a difference between A(2)
and the dual functions: the cubic convolution product f of functions
belonging to L?(y) satisfies > |f|*® < oo, while A(2) is the family
of functions f such that > |f(§)| < +4o00. It is natural to ask what
analogous distinctions are for d > 2.

APPENDIX A. PROOF OF THE REGULARITY LEMMA

We make use of the following version of the Regularity Lemma in a
Hilbert space introduced in [10]:

Lemma A.1 (Lovasz and Szegedy [10]). Let Ky, Ky, ... be arbitrary
nonempty subsets of a Hilbert space H with inner product (-,-) and
norm ||-||l%. Then for every e > 0 and f € H, there exists k < [1/&%]
and f; € K;, i = 1,...,k and v,...,7 € R such that for every
g€ Kk+17

g, f = (nfrt A wfid)l < e gl [1f 1l

For the proof of Theorem 5.8, we follow the proof of the strong form
of the Regularity Lemma in [10].
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Proof of Theorem[5.8. We only consider the infinite case, as the proof
in the finite case is similar.
Choose a sequence of integers s(1) < s(2) < ... such that

(5(1)s(2)...5(1))* < s(i + 1)
for each ¢ € N and such that D/e < s(1).
For every i, let K; consist of s(i)-step functions.

By Lemmal[A.1] there exists k < [1/e?] and there exists an s(1) ... s(k)-
step function F™* such that

(29) ‘/U(F—F*)du <e

for any s(k + 1)-step function U. Choose m with D/ <m < s(k+1)
and refine the partition defining F™* into a partition S = {51, ..., Sn}
into m sets. Then F* is an S-function and the bound remains
valid for every m-step function U.

Partition each set S; into subsets of measure 1/m? and a remainder
set of measure less than 1/m?. Take the union of all these remainder
sets and partition this union into sets of measure 1/m?. Thus we obtain
a partition P = {Ay,..., A2} of Z into m? sets of equal measure.

At least m? — m of these m? sets are good, meaning that the set is
included in some set of the partition S. Let G denote the union of
these good sets and call it the good part of Z. We have that

v(ZP\G”) < D/m <e.
We claim that if U is an m-step function with |U| < 1, then

)/U(F — Fp) du’ < le.

To show this, set U’ = 15 - U. Then

‘/(U—U’)(F—Fp)dy‘ < 2/]U—U’|dy < 2.

Moreover, U’ is an m-step function with |U’| < 1 and by hypothesis,
‘/U’(F - F*)du‘ <e.

Thuswe are reduced to showing that
‘/U’(F* — Fp) du’ <e.

Instead, we assume that

/U’(F* — Fp)dy > e
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and derive a contradiction (the other bound is proved similarly).

Define a new function U” on ZP. Set U” = 0 = U’ outside GP. Let
R be a product of good sets. The functions F™* and Fp are constant on
R and thus the function F* — Fp is constant on R. Define U” on R to
be equal to 1 if this constant is positive and to be —1 if this constant
is negative. Then U"(F* — Fp) > U'(F — Fp) on R and so

/U”(F* — Fp)dv > /U’(F* — Fp)dv > e.

On the other hand, U” is a P-function and so by definition of Fp,
JU"(F — Fp)dv =0 and

/U"(F*—F)dy>6.

But U” is an m-step function with |[U”| < 1 and by this integral
is < ¢, leading to a contradiction.

U
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