
Math 285-1 Final December 2006 C. Robinson

No calculators, no books, no notes
Show all your work in your bluebook. Start each problem on a new page.

1. (21 Points) The matrixA =


2 4 5 8 5
1 2 2 3 1
4 8 3 2 6
2 4 4 6 1

 has the reduced echelon formU =


1 2 0 -1 0
0 0 1 2 0
0 0 0 0 1
0 0 0 0 0

.

a. Find a basis for the nullspace ofA.

b. Find a basis for the column space ofA.

c. Find a basis for the row space ofA.

2. (27 Points) The matrixA =

 0 0 1
1 1 -1
-1 4 -2

 has eigenvalues 1 and -1± 2i . Find an eigenvector for

each eigenvalue.

3. (24 Points) Consider the stochastic matrixM that has eigenvectorsv1
= (.3, .6, .1)T for the eigen-

value 1,v2
= (.1, -.3, .2)T for the eigenvalue 0.5, andv3

= (.2, -.1, -.1)T for the eigenvalue 0.2.
a. Write p = (.2, .4, .4)T as a linear combination ofv1, v2, andv3.
b. Forp = (.2, .4, .4)T , what isM3p?
c. Givethe matricesP andD such thatD = P−1MP andD is a diagonal matrix.
d. What isthe det(M)?

4. (48 Points) Indicate which of the following statements are always true and which are false, i.e., not
always true. Justify each answer by referring to an theorem, fact, or counterexample.
a. The nonpivot columns of a matrix are always linearly dependent.
b. The dimension of the null space of a matrixA equals the rank ofA.
c. The column space of a matrixA is equal to the column space of its row reduced echelon matrix

U.
d. If A is am × n matrix andB is an × p matrix, then Col(AB) ⊂ Col(A)

e. For anyn × m matrixA, both the matrix productsATA andAA T are defined.
f. Let W be a subspace ofV with dim(W) = 4, and dim(V) = 7. Then, any basis ofW can be

expanded to a basis ofV by adding three more vectors to it.

g. If A is a square matrix with det(A) 6= 0, then det(A−1) =
(
det(AT )

)−1
.

h. Every diagonalizablen × n matrix hasn distinct eigenvalues.

i. If A is a 4× 4 matrix with eigenvalues 3, -1, 2, and 5, then it is diagonalizable.
j . If λ is an eigenvalue of a matrixA, then there is a unique eigenvector ofA that corresponds toλ.
k. AssumeA andB are bothn × n. If v is an eigenvector of bothA andB thenv is an eigenvector

of A + B.
l. If v is an eigenvector of an invertible matrixA that corresponds to a nonzero eigenvalue, thenv

is also an eigenvector forA−1.

(over for problems 5-8)



5. (14 Points) Leta1, . . . ,an be vectors inRm and the columns of the matrixA.
a. If the vectors are linearly independent, what can you say about the rank ofA?

b. If the vectors spanRm, what can you say about the rank ofA?

6. (22 Points) Assume that (i)V ⊂ Rn is a subspace, (ii){b1, . . . , br
} is a basis ofV, and (iii) A is an

m × n matrix of rankn. Provethat{Ab1, . . . , Abr
} is a basis ofAV .

7. (22 Points) The set of all 3× 3 matrices with real entries,M3×3, is a vector space. A matrixA is said
to be a magic square provided that its row sums and column sums all add up the same number. (The
number can depend on the matrix.)Provethat the set of all 3× 3 matrices that are magic squares is
a subspaceM3×3.

8. (22 Points) Suppose thatV is a vector space with basis{v1, v2
}.

a. Let w1
= 2v1

+ v2 andw2
= v1

+ v2. Provethat the setB = {w1, w2
} is a basis forV.

b. Find [v1]B, the coordinate vector ofv1 with respect to the basisB.


