Math 285-1 Final: December 2007 C. Robinson

1. (20 Points) Consider the three vectors

1

Vl=

o1 O 01Ol

2
1 b
3

a. Determinewhether{v*, v2, v3} linearly independent or noExplainyour answer.
b. What is the dimension of Spawt, v2, v3}?

Answer: ()
1 25 1 2 5 12 5
2 45 |00 -5 01 -5
120 0 0 -5 0 0 1
385 0 2 -10 00 O

The rank is 3, so the (column) vectors are linearly independent.
(b) The dimension of the column space equals the rank, which is 3.

2. (20 Points)ind the matrixA such thaiA [;)] = [ﬂ andA [3] = [i’] i.e., the matrix that satisfies
1 2 1 3
s 7=
Answer:
a2 8L 27 L 37 -2]_[2 1
{1 113 7| " |1 1f(-3 1| |4 -1

3. (20 Points) Consider the vectors

3 -1 0 1
1|1 2 | O 3 |1 |1
V- = ol Ve = 1] Ve = 3| and y= 1

1 3 -1 1

Find the orthogonal projection gfontoW = Sparfv?, v, v3}. Remark:You do not need to simplify
any fractions in the resulting vector.
Answer:
-1 0 12
310 n 31| 118
111 1 11 3| 1112
3 -1 11

3

- - . . 51
Projy Y = proj.y + proj2 y + projsy = 1lo +
1



4. (20 Points) Consider the three vectars = (1,-1,0,1, D)7, v2 = (3,-3,2,5,57, andVv® =
(5,-1,3,2,8) T and seWW = SparfVv?, v2, v3}inR5. Use the Gram-Schmidt process to construct an
orthogonal basis fow. Remark:You do not need to simplify any fractions in the resulting vectors.

Answer:

1
1
W1:Vl= 0 s
1
1
3 1 -1
-3 -1 1
16
w2=Vv2—projavi=|2|-=|0|=|2],
50 4|1 1
5 1 1
5 1 -1 9
-1 -1 1 7
. . 16 10 1
wP=v3—proj.v:—proj.V¥=|3|-=|0|-=|2|==| 2
2| 41| 8|1| %|-13
8 1 1 11

{w!, w? w3} is the orthogonal basis.

5. (20 Points) The scores on two midterm tests and a final are give in the following table for 5 students.

Student| Test 1| Test 2| Final
Amy 76 24 86
Jessica| 92 92 180
John 68 82 | 128
Noelle | 86 68 | 138
Wynn 54 70 | 100
Write down the normal equation that gives the best fit of the férm: ¢o + ¢, Ty + ¢ T, WhereF

is the score on the finall; is the score on the first midterm test, andis the score on the second
midterm test. Put in the explicit numbers from the table, but you do not need to multiply any matrices.

Answer: The normal equation i&" Ac = ATDb, so the equation for this problem is the following:

1 76 24 86
1 1 1 1 1)1 92 92(|c 1 1 1 1 1]|]|180
76 92 68 86 54 (1 68 82| |ci|=|76 92 68 86 54 |128].
24 92 82 68 70 (1 86 68| |c 24 92 82 68 7Q |138
1 54 70 100



6. (20 Points) LetP; be the set of all polynomials of degree less than or equal to three, which has a
standard basis o = {1, t, t2, t3}. Provethat the set of polynomials
S ={14+1t3t, 1+ 7t +t2 1+t +t2+1t3) forms another basis @,. Explain your answer.

Answer: To check that the polynomials are linearly independent, we look at the matrix of their
coordinate representation in terms of the standard basis and find the rank.

1011 10 11 1 011
01 7 1
00 1 1
1 001 0 0-10 0 001

=~
= e

The rank of the matrix is 3, so the coordinate representations are linearly independent and the poly-
nomials are linearly independent.

Since there are 4 linearly independent polynomials in a vector space of dimension 4, they form a
basis ofPs.

7. (20 Points) Assume thdtv?, ..., v"} is an orthonormal basis &" andW = SparfVv’, ..., vk}
with 1 < k < n. Provethat{vkt®, ... v"}is a basis ofV*.
Hint: You must show thav! € W+ for k + 1 < j < n and that they form a basis. You may
use the Orthogonal Decomposition Theorem that says thay anyR" can be uniquely written as
y = Z + proj, y Wherez ¢ W+ and proj, y € W.
Answer: (i) Fork +1 < j < n, the vecton/ is orthogonal to the vectois/?, . .., vk} and so to the
subspac&V. This shows that each of thegeis in W,

(ii) The vectors{ vk*2, ... v} are part of a basis &", so they are linearly independent.

(iii) Take anyz € W+. This vector can be represented in terms of the bask'afsz = c;v! +
.-+ + cyV". Sincez is orthogonal to{ V%, ..., vk}, the coefficients; = --- = ¢ = 0. Thus,
Z = G 1V¥tt 4+ - - 4+ ¢,v". This shows thagvk*t, ..., v} spanW*. Combining, we have that this
is a basis ofV*.

8. (20 Points) Assume that : V — W is a linear transformation from the vector spa¢ento the

vector spac&V and that{ v, ..., vk} is a set of vectors that spah Provethat{ T(v}), ..., T(V)}
spansw.

Answer: Take anyw € W. SinceT is onto, there is & € V such thafT(v) = w. Since the
vectors sparv, there are scalars, ..., ¢ such thatv = c;v! + --- + gvk. Thenw = T(V) =

TV + -+ V) = ¢ T(vH) + - - - + & T (VX). This proves that T(vY), ..., T(vK) } spansw.

9. (40 Points) Indicate which of the following statements are alvtaysand which ardalse Justify
each answer by a counterexample or explanation. Refer to any theorem by an informal statement, not
by a theorem number.
a. A square matrix with orthogonal columns is an orthogonal matrix.

Answer: False The columns must be orthonormal, i.e., of length one.

b. If W is a subspace @&", then|| proj,, V|| + [[v — proj,, V|2 = |lv||? for a vectorv € R".
Answer: True. This is the Pythagorean Theorem for orthogonal vectors.

c. If Alis a5x 4 matrix with NukA) = Spari(-1, 1, 1, 0)"}, then the rank oA is 3.

Answer: True. The dimension of the null space is 1 and the dimension of the domain is 4, so the
rankis4— 1= 3.



. If A'is a 5x 4 matrix with NukA) = Spari(-1, 1, 1,0)"}, then the dimension of the column
space is 4.
Answer: False The rank of the matrix is 3, so the dimension of the column space is 3.

. If A'is a5x 4 matrix andB is a 4 x 5 matrix, thenAB cannot be invertible.

Answer: True. The rank of the composition can at most be the minimum of the ranks of the
individual matrices. Therefore, the rank is at most 4 and so cannot be invertible.

. If Alis a 4x 4 matrix, then dgRA) = 2de(A).
Answer: False def2A) = 2*detA).

. If Alisn x nand detA) = 0, thenAx = b is consistent for ever € R".

Answer: False The matrixA = [(1) 8] has determinant 0 and there is no solutionfar= €.

. If A'is anm x n matrix withm # n and rankA) = m, then the linear transformation fér is
one to one.

Answer: False For the linear transformation to be one to one, the rank must be the dimension
of the domainn.

i. The transpose of an invertible matrix is invertible.
Answer: True. The detAT) = det(A) # 0, soAT is invertible.

j. If Ais ann x n matrix with detA) # 0, thenA® has linearly independent columns.
Answer: True. detA®) = det(A)® # 0, so the columns o&® are linearly independent.



