Math 285-1 Test 2: November 19, 2007 C. Robinson

112 1
1. (16 Points) Calculatethe determinant d tg i g _i :
111 2
Answer:
112 1 11 2 1 11 2 1
0 2 4 6 0 2 4 6 0 2 4 6
ety | 2 1|=%Yg g 0 2|=7%Yg 01 1
111 2 0 0 -1 1 0 0 0 -2
=-DAED(-2) =-4
2. (24 Points)
1 1-1309 10 2 0-1
The matrixA = _11 8 _22 (1 2 has the reduced echelon fokin= 8 (1) _g (i é .
2 1 1 12 00 0 O O
a. Givea basis for the nullspace &f and its dimension.
b. Givea basis for the column spaceAfand its dimension.
c. Givea basis for the row space Afand its dimension.
Answer: _ -
-2 1
3 -1
(&) The dimension of the nullspaceis2andabasisisl |, | O
0 -3
0 1
T1] 1] [3]
. . . -1 0 0
(b) The dimension of the column space is 3 and a ba: sis; (> (ol 11|
2 1] [1]
1 0] [o
0 1 0
(c) The dimensionof the row space is3and abasks(s2 |, [{-3], | 0],
0 0 1
-1] 1] _3_

3. (18 Points) Assume that, v2, andv® are three nonzero vectorsitf such that §* +3v?—v3 = 0
and such that no pair of vectors is parallind a basis oW = Sparjv?, v2, v} andexplainwhy it
is a basis.

Answer:
Sincev® = 5v!43v?is a linear combination of the first two vectors, Spanv?, v3} = Sparjv?!, v?}.
Sincev! andv? are not parallel, they are linearly independent. Therefore a ba¥isisf{v*, v2}.



4. (18 Points) Assume that : V — W is a one-to-one linear transformation between the vector

spacesV andW and that{v?, ..., vk} is a set of linearly independent vectors\in Prove that
(T, ..., T(v9) }is aset of linearly independent vectorsih
Answer:

Assume tha® = ¢, T(VD) +- - -+ ¢ T (VK) = T(civi+- - -+ vX). SinceT is one-to-one, this implies
that0 = c;v! + - - - + VX, Since thes! are linearly independent, all thg = 0 for 1 < j < k. Thus,

if a linear combination of th& (v/) equals zero, the coefficients are all zero. This proves that the set
{TY, ..., T }is linearly independent.

5. (24 Points) Indicatewhich of the following statements are always true (T) and which are false
(F). Justifyeach answer by a counterexample or explanation. Refer to any theorem by an informal
statement, not by a theorem numbers.

a. If vl andv? are vectors irR? which determine a parallelogram of area 3 @nis a 2x 2 matrix
with determinant 5, theAv® andAv? determine a parallelogram of area 8.
Answer: False The area is 53 = 15 not 8.
b. If Ais an 3x 3 matrix withA3 = 0, then detA) = 0.
Answer: True 0 = det(A®) = [det(A)]3, so detA) = 0.
010
Note thavA= |0 0 1| hasA® = 0butis not the zero matrix.
0 0O

c. If Ais an 3x 3 matrix, then det A) = - det(A).
Answer: True det-A) = (-1)3det(A) = - det(A).

d. Some subset of the rows of a matAxform a basis of the row space Af
Answer: True The rows span the row space so some subset is a basis.

e. There is a basis dfs, the polynomials of degree less than or equal to five, that includes the two
polynomialspy(t) = 1 +t? +t* and pa(t) =t + t5.
Answer: True The two polynomials are linearly independeniPi) so they can be extended to a
basis.

f. If Ais anm x n matrix with rankA) = m, then the transformatiox— AX iS one-to-one.

Answer: False To be one-to-one, we need the réAk = n. For example, the matri{% 2 8]

has rank 2, but the transformation is not one-to-one. (It is onto.)



