
Problem set 1 for 131 A/3 - Fall 2012

Benjamin Antieau

October 26, 2012

1. Show that 3√5 is irrational.

2. Prove that 1 + 2 + · · · + n = n(n+1)
2 for all natural numbers.

3. Show that
√

2 + 4 + · · · + 2n is irrational for all n ≥ 2.

4. If r , 0 is rational and x is irrational, then r + x and rx are irrational [Rud87].

5. [Ros80, Exercise 3.8]. Let a, b ∈ R. Show that if a ≤ c for every c > b, then a ≤ b.

6. [Ros80, Exercise 4.5]. Let S be a nonempty subset of R that is bounded above. Prove that if
sup S belongs to S , then sup S = max S .

7. [Ros80, Exercise 4.6]. Let S be a nonempty bounded subset of R. Prove that inf S ≤ sup S .
When is inf S = sup S ?

8. [Ros80, Exercise 4.8]. Let S and T be nonempty subsets of R with the following property:
s ≤ t for all s ∈ S and t ∈ T . Show that S is bounded above and T is bounded below. Show
that sup S ≤ inf T . Give an example where S ∩ T is nonempty. Give an example where
sup S = inf T and S ∩ T = ∅.

9. Let S be a nonempty subset of R that has a supremum M ∈ R. Let −S = {−x : x ∈ S }. Show
that inf −S = −M.

10. [Ros80, Exercise 4.10]. Prove that if a > 0, then there exists n ∈ N such that 1/n < a < n.

11. [Ros80, Exercise 4.11]. Show that if a < b then there are infinitely many rational numbers
between a and b.

12. [Ros80, Exercise 4.16]. Show that sup{r ∈ Q : r < a} = a for each a ∈ Q.

13. For every real x > 0 and every integer n > 0 there is one and only one real y > 0 such that
yn = x [Rud87].

14. Show that if b > 1 and r is rational, there is a well-defined real number br > 0. Well-defined
means that the output br should be independent of the representation r = m/n. Use this define
bx for any real numbers b > 1 and x. Show that bx+y = bxby for any x and y [Rud87].
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15. If x = (x1, . . . , xn) is a vector in Rn, let |x| =
√

x2
1 + · · · + x2

n. This is the length of the vector x.
Prove the Cauchy-Schwarz inequality: for any two n-tuples x and y,∣∣∣∣∣∣∣

n∑
i=1

xiyi

∣∣∣∣∣∣∣ ≤ |x| · |y|.
When does equality hold?

16. Prove the triangle inequality for vectors in Rn: |x + y| ≤ |x| + |y|.

17. Let p ≥ 1 and q ≥ 1 satisfy 1/p + 1/q = 1. Prove Hölder’s inequality:

n∑
i=1

|xiyi| ≤

 n∑
i=1

|xi|
p

1/p  n∑
i=1

|yi|
q

1/q

for vectors x and y in Rn. Note that the Cauchy-Schwarz inequality is a special case.

18. Fix p ≥ 1. Use Hölder’s inequality to prove the Minkowski inequality: n∑
i=1

|xi + yi|
p

1/p

≤

 n∑
i=1

|xi|
p

1/p

+

 n∑
i=1

|yi|
p

1/p

for vectors x and y in Rn. Note that the triangle inequality is a special case.

19. Let (sn) be a sequence of real numbers such that sn+1 ≥ sn for all natural numbers n. Prove that
if n and m are natural numbers and n > m, then sn ≥ sm.

20. [Ros80, Exercise 7.4]. Give an example of a sequence of irrational numbers with limit a
rational number, and give another example of a sequence of rational numbers with limit an
irrational number.

21. When does limn→∞
an

np converge?

22. [Ros80, Exercise 8.1]. Prove that lim n+6
n2−6 = 0.

23. [Ros80, Exercise 8.2]. Find lim sin n
n .

24. [Ros80, Exercise 8.7]. Show that sn = sin nπ/3 diverges.

25. [Ros80, Exercise 8.9]. Show that if if (sn) converges and if all but finitely many sn belong to
the interval [a, b], then lim sn belongs to [a, b].

26. Let S be a nonempty set of real numbers. A point x ∈ R is called an accumulation point of S
if it is the limit of a sequence (sn) where sn ∈ S for all natural numbers n. Show that if sup S
exists, then it is an accumulation point of S .

27. Determine whether or not lim
√

n
n converges, and compute the limit if it converges.

28. Show that the closed interval [a, b] is a closed set.

2



29. Fix α > 0, and let x1 >
√
α. Define xn inductively by

xn+1 =
1
2

(
xn +

α

xn

)
.

Prove that (xn) decreases monotonically and that lim xn =
√
α. Let en = xn −

√
α, the nth error

term. Show that en+1 =
e2

n
2xn

<
e2

n

2
√
α

so that, setting β = 2
√
α,

en+1 < β

(
e1

β

)2n

.

If α = 3 and x1 = 2, show that e6 < 4 · 10−32. Convergence is very rapid [Rud87].

30. Find the upper and lower limits of the sequence (sn) defined by

s1 = 0; s2m =
s2m−1

2
; s2m+1 =

1
2
+ s2m,

[Rud87].

31. Prove that limn→∞

(
1 + 1

n

)n
= e.

32. Prove that e is irrational.

33. Can the open interval (0, 1) be the set of subsequential limits for a sequence (sn)?

34. Prove that a bounded monotonic sequence converges.

35. Prove that a bounded sequence has a monotonic subsequence.

36. [Ros80, Exercise 12.12]. Let (sn) be a sequence of nonnegative numbers. For each n ≥ 1, set
σn =

s1+···+sn
n . Show that

lim inf sn ≤ lim inf σn ≤ lim supσn ≤ lim sup sn.

Show that if lim sn exists, then so does limσn and the two limits are equal.

37. Prove that if an ≥ 0 and if
∑

an converges, then so does
∑ √

an

n [Rud87].

38. If
∑

an converges and if (bn) is monotonic and bounded, then
∑

anbn converges [Rud87].

39. If
∑

an and
∑

bn are two series, then their Cauchy product is defined to be
∑

cn, where
cn =

∑n
k=0 akbn−k. Prove that the Cauchy product of two absolutely convergent series is

absolutely convergent [Rud87].

40. Prove that, in the situation of the last problem,
∑

cn converges to the “correct” value.

41. Prove that every rearrangement of an absolutely convergent series converges to the same sum.
Give an example to show that this is not the case if the series is not absolutely convergent.

42. [Ros80, Exercise 14.2]. Do all of them.
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43. [Ros80, Exercise 14.7]. Prove that if
∑

an is a convergent series of nonnegative numbers and
p > 1, then

∑
ap

n converges.

44. Prove that
∑ 1

n diverges.

45. [Ros80, Exercise 15.1]. Determine which of
∑ (−1)n

n and
∑ (−1)nn!

2n converge.

46. [Ros80, Exercise 15.2]. Show that
∑∞

n=2
1

n(log n)p converges if and only if p > 1.

47. If f is a real continuous function defined on a closed interval [a, b], show that there exist
continuous real functions g on R such that g(x) = f (x) for all x ∈ [a, b]. Thus, f extends to all
of R. Show that the result is false on the open interval (a, b), if a < b [Rud87].

48. Construct a function R → R that is continuous at every irrational number and has a simple
discontinuity at every rational number.

49. Show that the function f : R→ R defined by

f (x) =

x if x is rational,
0 otherwise

is continuous at 0 and discontinuous elsewhere.

50. [Ros80, Exercise 17.3].

51. [Ros80, Exercise 17.9].

52. [Ros80, Exercise 17.10].

53. Prove the Archimedean principle.

54. Show that limn→∞
n
√

n = 1.

55. Let (sn) be a bounded sequence in R. Show that the set of subsequential limits of (sn) is closed.

56. Let (sn) be a sequence in which every rational number appears. Show rigorously that the set of
subsequential limits of (sn) is all of R.
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