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Preface

These lecture notes are an expanded version of the author’s CBMS ten Lectures
at the University of Kentucky in June 20-24, 2011. The lectures were devoted to
eigenfunctions of the Laplacian and of Schrödinger operators, in particular to their
Lp-norms and nodal sets. The lecture notes have undergone extensive revisions
in the intervening years, due in part to progress in the field and also to the new
publications on related topics, which made some of the original lecture notes obso-
lete. In particular, the new book [So2] of Chris Sogge and the author’s 2013 Park
City Lecture notes [Ze7] are also devoted to eigenfunctions and includes extensive
background on pseudo-differential operators and harmonic analysis. (References
for the preface can be found at the end of §1.) The book of Maciej Zworski [Zw]
contains a systematic introduction to semi-classical Fourier integral operators and
includes applications to quantum ergodicity of eigenfunctions. The recent book
[GS] of V. Guillemin and S. Sternberg also gives background on the global theory
of Fourier integral operators and in particular on their symbols. Fanghua Lin and
Qing Han also have a book in progress on eigenfunctions from viewpoint of local
elliptic equations. For this reason, we do not feel it is useful in these lecture notes
to provide any systematic background on these techniques, although their proper-
ties will be used freely. We do include some background on symplectic geometry,
pseudo-differential and Fourier integral operators to establish notation and links to
other references. But overall we assume that the reader is willing to consult these
other references for the basic techniques.

The purpose of these lecture notes is to convey inter-related themes and results,
and so we rarely give detailed proofs. Rather we aim to outline key ideas and how
they are related to other results. The lectures concentrate on the following themes:

• Local versus Global analysis of eigenfunctions. The Local analysis of
eigenfunctions belongs to the theory of elliptic equations, and pertains to
local solutions of the eigenvalue problem (∆ + λ)ϕ = 0 on small balls of
radius C√

λ
. The global analysis belongs to hyperbolic equations, i.e., stud-

ies the eigenfunctions through the wave equation cos t
√
−∆ϕ = cos t

√
λϕ

and their relations to geodesics as λ → ∞. One of the aims of these
lectures is to survey both local and global methods, and to discuss how
they interact. For instance, the main existence theorem that there exists

a zero of ϕλ in each ball B(p,
Ag√
λ

) whose radius is a certain number Cg
of wavelengths is a local result and global methods are not particularly
useful in proving it. On the other hand, the basic sup-norm estimates of
eigenfunctions are most easily proved using the wave equation. It often
seems that researchers on eigenfunctions split into two disjoint groups,
exclusively using local or global methods. It is likely that many problems

xi
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require both types of methods. In §5.3 we review the elliptic methods
that have been applied to eigenfunctions by Donnelly-Fefferman, F. H.
Lin, Nazarov-Sodin, Colding-Minicozzi, and many others.

• Quantum analogues of classical dynamical methods for ergodic or com-
pletely integrable systems. For instance, Birkhoff normal forms are local
normal forms on both the classical and quantum level around invariant
sets such as closed geodesics, which are useful in study concentration on
submanifolds.

• Lp bounds on eigenfunctions and their source in the global dynamics of
the geodesic flow.

• Restriction theorems for eigenfunctions under dynamical assumptions mainly
in the ergodic setting.

• Nodal geometry in the complex domain. Considerable space is devoted
to analytic continuation of eigenfunctions of Laplacians of real analytic
Riemannian manifolds to the complexification of the manifold. The ra-
tionale for analytic continuation is that the nodal sets are better behaved
and easier to study in the complex domain than the real domain. From
the viewpoint of quantum mechanics, both the real and complex domains
are equally good representations.

0.1. Organization

Let us go over the sequence of events in these lectures and explain what is and
what is not contained in them and what is the logic of the presentation.

We introduce the subject of eigenfunctions in terms of vibrating membranes and
quantum energy eigenstates. The rich phenomenology of examples developed over
the last two hundred years is rapidly surveyed. In Chapter 3 we give an overview
of the principal new results that will be discussed in detail. The model surfaces of
constant curvature are introduced in §4. Harmonic analysis begins with the Eu-
clidean eigenfunctions ei〈x,k〉 on Rn or Tn, yet they have very unusual properties
compared to eigenfunctions on other Riemannian manifolds. The eigenfunctions
of S2 illustrate virtually the entire range of behavior of eigenfunctions of any Rie-
mannian metric with regard to size and concentration. On the other hand, they
are restrictions of harmonic polynomials on R3 and their nodal sets are potentially
tamer than for a general C∞ metric. Eigenfunctions of hyperbolic surfaces H2/Γ
come next. They are the material of quantum chaos and are the subject of in-
tense investigation over the last 30 years. In §5-5.3 the local elliptic analysis of
eigenfunctions is surveyed. This leads §6 on the wave equation on a Riemannian
manifold and the Hadamard-Riesz construction of parametrices. This construction
parallels the Minakshisundaraman-Pleijel parametrix construction for heat kernels.
In some ways, the original presentations of Hadamard and Riesz remain the best
expositions, in particular in their presentations of the convergence of the parametrix
construction in the real analytic case. It was a precursor to the Fourier integral op-
erator theory, which is rapidly reviewed in §2.1, §2.5, §7. As mentioned above, this
material is contained in many other references and is principally used to establish
notation. In §8.2 classical results on the pointwise and local Weyl laws are reviewed,
and the results presented give the universal sup-norm estimates on eigenfunctions
and their gradients. The author is not aware of a proof of such estimates using
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elliptic estimates. Geometric analysts who are more familiar with elliptic estimates
might want to compare their methods to the small time wave equation methods
used in the proofs. In §9, the asymptotics and limits of matrix elements 〈Aϕj , ϕj〉 of
pseudo-differential operators with respect to eigenfunctions are introduced. Matrix
elements are the fundamental quantities in quantum mechanics. They are quadratic
in the eigenfunctions and thus are related to energy estimates. There exist some
results on multilinear eigenfunction estimates but they are not covered in these lec-
tures. In §9.5 the basic facts about quantum ergodic systems are reviewed. At this
point in the lecture notes, the global long-time dynamics of the geodesic flow takes
over as the dominant player. In §11 some parallel results for quantum integrable
systems are presented. At this time there exist only a few results on quantizations
of mixed systems, and despite the great interest in mixed systems we do not present
these results but only record the existence of several articles devoted to them. Lp

norms of eigenfunctions are studied in §10. Sogge’s books [So1, So2] also concern
Lp norms but the material presented here contains both less and more on them.
Less, because the universal Sogge estimates are not presented, and more because
the more advanced results due to Sogge and the author are given in some detail. In
§11.6, Lp norms of eigenfunctions in the quantum integrable case are reviewed. One
of the motivations to include this material is the belief that such QCI eigenfunc-
tions are extremals for Lp norms and restrictions of eigenfunctions. Although it is
very relevant the restriction theorems of Burq-Gérard-Tzvetkov are not discussed
here. Rather we turn to quantum ergodic restriction theorems in §12.21. They
have proved useful in the study of nodal sets and that is the main topic for the rest
of the lectures. Nodal sets in the real domain are discussed in §13, in particular
bounds on hypersurface volumes and counting nodal domains. Starting in §14, the
analytic continuation of eigenfunctions to Grauert tubes and their complex zeros
are studied. Complex nodal sets and their intersections with complexified geodesics
are studied in §14.30. Use of the complexified wave kernel gives a simplified proof
of the Donnelly-Fefferman upper bound on the hypersurface measure of nodal sets.
The lower bound seems to be disconnected from global methods. In §14.33, Alex
Brudnyi has contributed a simplified proof of the Donnelly-Fefferman lower bound.
In §14.37, the author’s results on equidistribution of complexified nodal sets in the
ergodic case are presented. There are parallel results in the completely integrable
case which are still in progress. Other results in this section are those of John Toth
and the author giving upper bounds on numbers of intersection points of nodal
lines with curves in dimension two.

0.2. Topics which are not covered

There are many important topics on eigenfunctions which are not discussed
in these lecture notes, due to time and length constraints. A more comprehensive
treatment of eigenfunctions would include the following topics:

• Arithmetic quantum chaos. These lecture notes are devoted to PDE meth-
ods and therefore we do not get into the special methods available for
Hecke-Maass forms on arithmetic quotients. The sharpest results on Lp

norms or nodal sets of eigenfunctions are for these special joint eigen-
functions of ∆ and of Hecke operators. One might compare their special
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properties to those of joint eigenfunctions of a quantum integrable sys-
tem although they are much more complicated and the dynamics is in the
opposite chaotic regime.

• Entropy of quantum limits. The breakthrough results of Anantharaman
and the subsequent work of Anantharaman-Nonnenmacher and Rivière
are very relevant to the theme of these lectures.

• General Lp bounds on restrictions of eigenfunctions, multilinear estimates
and Kakeya-Nikodym bounds.

• Gaussian random spherical harmonics and more general random linear
combinations of eigenfunctions.

• Spectral and scattering theory for non-compact complete Riemannian
manifolds.

0.3. Topics which are double covered

It is impossible to avoid overlaps with the author’s prior expository articles,
such as the article on local and global analysis of eigenfunctions [Ze3], on nodal
sets [Ze6] or Park City Lecture notes [Ze7] and other expository articles on eigen-
functions and nodal sets.

Another double-coverage is with regard to cited references. Each chapter has
a bibliography of the references cited in it. Many references are cited in several
chapters. Although this results in duplicated references it seems preferable to only
listing hundreds of references at the end of the lecture notes.

0.4. Notation

Notation regarding eigenvalue parameters is given in §1.2 and notation for
geometric and dynamical objects is given in §2.

Acknowledgments

Thanks go to Peter Hislop and Peter Perry for organizing the CBMS lecture
series at the University of Kentucky. Both author and reader will thank Alex
Brudnyi for giving alternative arguments to the Donnelly-Fefferman lower bound
in §14.33. Thanks also to Hans Christianson, J. Jung, C.D. Sogge, J.A. Toth for
collaboration and for an infinite number of discussions on the topics discussed here.
My main thanks go to Robert Chang for reading the text and for suggesting many
corrections. Robert also did almost all the technical support in producing the book.



CHAPTER 1

Introduction

In this chapter, we introduce the main objects and themes of this monograph.
In particular we introduce the quantum mechanical interpretation of eigenfunctions
and their time evolution. At the end we outline the topics emphasized in later
chapters.

1.1. What are eigenfunctions and why are they useful

Eigenfunctions of the Laplacian first arose in the study of vibrating plates and
membranes. The equations of motion of a vibrating membrane Ω are given by the
mixed initial value and Dirichlet problem for the profile u(t, x) on R× Ω:

(1.1)


(
∂2

∂t2 −∆
)
u(t, x) = 0;

u(0, x) = ϕ0(x), ∂ϕ
∂t u(0, x) = 0;

u(t, x) = 0, x ∈ ∂Ω.

If ϕλ is a Dirichlet eigenfunction, i.e., a solution of the Helmholtz equation

(1.2) (∆ + λ2)ϕλ = 0 and ϕλ|∂Ω = 0,

then one obtains a periodic solution of the wave equation on R× Ω:

(1.3) uλ(t, x) = (cos tλ)ϕλ(x).

Thus, ϕλ represents the profile of a periodic vibration, i.e., a mode of vibration. In
our notation, −λ2 is the eigenvalue or energy and λ denotes the frequency.

When the domain Ω is compact, the Laplacian has a discrete spectrum with
finite multiplicities. We write

(1.4) λ2
0 = 0 < λ2

1 ≤ λ2
2 ↑ ∞

for the ordered sequence of eigenvalues, repeated according to multiplicity. The
corresponding set {ϕj} of eigenfunctions form an orthonormal basis of L2(Ω) with
respect to the inner product 〈u, v〉 =

∫
Ω
uv̄ dV , where dV is the volume density:

(1.5) (∆ + λ2
j )ϕj = 0 and 〈ϕj , ϕk〉 :=

∫
M

ϕjϕk dV = δjk

1
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The nodal set (or zero set) of ϕλ gives the positions at which the vibrating
membrane is still. The nodal patterns have been studied since the time of Chladni
(ca. 1800).

A natural generalization is to consider eigenfunctions of the Laplacian on Rie-
mannian manifolds (M, g), with or without boundary. The Laplacian of (M, g) is
given locally by

(1.6) ∆g :=
1√
g

n∑
i,j=1

∂

∂xi

(
gij
√
g
∂

∂xj

)
,

replacing the Euclidean Laplacian ∆ above. Here, gij = g( ∂
∂xi

, ∂
∂xj

), [gij ] is the

inverse matrix to [gij ] and
√
g :=

√
det[gij ]. Since g is usually understood, in

subsequent chapters we suppress the dependency of the metric by writing ∆g = ∆.
It follows that on a Riemannian manifold (M, g), the eigenvalue problem (1.2)

has the form

(1.7) (∆g + λ2)ϕλ = 0.

If M has a non-empty boundary ∂M then we impose the standard Dirichlet or
Neumann boundary conditions. If M is compact case, there exists an orthonormal
basis {ϕj}j≥0 of L2(M) of eigenfunctions,

(1.8) ∆gϕj = −λ2
jϕj and 〈ϕj , ϕk〉L2(M) :=

∫
M

ϕjϕk dVg = δjk

and as above the eigenvalues

(1.9) 0 = λ2
0 ≤ λ2

1 ≤ λ2
2 ↑ ∞

are repeated according to multiplicity. As in the case of a vibrating membrane, the
eigenfunctions ϕλ represent modes of vibration of M .



1.3. WEYL’S LAW FOR (−∆)-EIGENVALUES 3

An equivalent definition of the Laplacian is that it is the operator corresponding
to the quadratic form

(1.10) D(f) =

∫
M

‖df‖2 dVg = 〈df, df〉

in the sense that

(1.11) D(f) = −〈∆f, f〉.

1.2. Notation for eigenvalues

We often parametrize spectral quantities in terms of the frequencies λj , which

are eigenvalues of the first order elliptic pseudo-differential operator
√
−∆, rather

than by the eigenvalues λ2
j . We warn the reader that many others denote the

(−∆)-eigenvalues by λj and the frequencies by
√
λj .

Regarding eigenfunctions, we write ϕj when the eigenfunction is part of an
orthonormal basis as in (1.5) and ϕλ to denote any eigenfunction of eigenvalue λ2

with ‖ϕλ‖L2 = 1. The notation is ambiguous since the eigenvalue λ2 may not be
simple, i.e., the eigenspace may have dimension greater than one, but it is a useful
notation when we only care about the dependence on the eigenvalue.

There are two reasons to emphasize frequencies over eigenvalues. One is to sim-
plify the notation by getting rid of square roots. The other is to relate frequencies
to Planck’s constant. (Planck’s constant is also written as ~ = h

2π . We use the two
notations interchangeably.)

(1.12) hj = λ−1
j ,

which is conceptually important because the high frequency asymptotics of eigen-
values and eigenfunctions is equivalent to the semiclassical asymptotics h→ 0. We
also use the notation ϕh for ϕλ where it is understood that h = λ−1 as in (1.12).
We sometimes denote an orthonormal basis by ϕhj . Thus we write the Helmholtz
equation in semiclassical notation as

(1.13) ∆ϕh = −h−2ϕh ⇐⇒ (h2∆− 1)ϕh = 0.

As the semiclassical notation suggests, a compelling motivation to study eigenfunc-
tions comes from their role in quantum mechanics.

1.3. Weyl’s law for (−∆)-eigenvalues

When M is a compact manifold, Weyl’s law counts the number of eigenvalues
of ∆g. Let

(1.14) N(λ) := {j : λj ≤ λ}.
Weyl’s law states the following:

Theorem 1.1. If (M, g) is a compact Riemannian manifold of dimension m,
then

(1.15) N(λ) = Cm Vol(M, g)λm +O(λm−1),

where Cm = Vol(B1) is a dimensional constant, the volume of the unit ball in Rm.

Here, we say R(λ) = O(λr) if there exists a constant C independent of λ so
that R(λ) ≤ Cλr as λ→∞. We also write R(λ) = o(λr) if R(λ) ≤ ελr as λ→∞
for any ε > 0.
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1.4. Quantum Mechanics

Much of quantum mechanics is concerned with the eigenvalue problem for the
Schrödinger equation

(1.16)

(
− h2

2
∆ + V

)
ψ = Eψ.

Here, V stands for multiplication by the potential V ∈ C∞(M), and (as above) h
is Planck’s constant, a very small parameter. When V = 0, E = 1 and h = λ−1,
(1.16) specializes to (1.2). Thus we think of the limit as λ → ∞ in (1.2) as the
semiclassical limit h→ 0.

The Schrödinger eigenvalue problem in quantum mechanics resolves a puzzle
about the stability of atoms. Before quantum mechanics, a hydrogen atom was
roughly pictured as a 2-body planetary system, i.e., as an electron orbiting the
nucleus centered at the origin 0 ∈ R3 according to Kepler’s laws. The orbits are
projections to configuration space R3 of the phase space orbits of the classical
Hamiltonian flow defined by Hamilton’s equations

(1.17)


dxj
dt

=
∂H

∂ξj
,

dξj
dt

= − ∂H
∂xj

,

where the Hamiltonian

(1.18) H(x, ξ) =
1

2
|ξ|2 − 1

|x| : T ∗R3 → R

is the total Newtonian kinetic plus Coulomb potential energy function V (x) = − 1
|x|

on phase space, the cotangent bundle T ∗R3 of the configuration space R3. We
denote the Hamiltonian (geodesic) flow by

(1.19) Gt(x, ξ) = exp tXH ,

where XH is the Hamilton vector field and exp tX is the general notation for the
flow of X.

But this model cannot be right: the electron would radiate energy and spiral
into the nucleus.

The Bohr model (1913) of “old quantum theory” proposed that the electron
can only occupy special stable orbits defined by Bohr-Sommerfeld “quantization
conditions.”
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However this theory is too specialized. It relies on the special structure of the
orbits of the Coulomb problem, in particular the (hidden) symmetry that makes
all of the orbits periodic. It does not extend in any clear way to more compli-
cated atoms such as Helium or even to the hydrogen atom in an electric or mag-
netic field. In the article Quantisierung als Eigenwertproblem, Annalen der Physik
(1926), Schrödinger [Sch1] proposed to model the electron by a wave function
ψ(x) ∈ L2(R3) with the states of energy Ej(~) solving the eigenvalue problem (as
in (1.16))

(1.20) Ĥψ~,j :=

(
−~2

2
∆ + V

)
ψ~,j = Ej(~)ψ~,j ,

for the Schrödinger operator Ĥ, where ∆ =
∑
j
∂2

∂x2
j

is the Laplacian and V is the

potential, a multiplication operator on L2(R3). Here {ψ~,j} denote an orthonormal
basis of eigenfunctions with eigenvalues Ej(~) in non-decreasing order.

Classically, the particle evolves according to Hamilton’s equations (1.17) with
H(x, ξ) = 1

2 |ξ|2 + V (x). The Hamiltonian is constant along Hamilton orbits and
therefore the orbits lie on level sets {H = E} of H. The projection {x : V (x) ≤ E}
of these level sets to the configuration space Rn is known as the allowed region; a
classical particle cannot enter the forbidden region, which is the set {x : V (x) > E}.

Quantum mechanics thus replaces the classical mechanics of Hamilton’s equa-
tions with linear algebra (an eigenvalue problem). The time evolution of an energy
state is given by

(1.21) U~(t)ψ~,j = e−i
t
~ (− ~2

2 ∆+V )ψ~,j = e−i
tEj(~)

~ ψ~,j .

Throughout it is assumed that eigenfunctions are L2 normalized,

(1.22)

∫
|ψ~,j |2 dV = 1,

so that the state ψ~,j defines a probability amplitude, i.e., its modulus square is a
probability measure with

(1.23) |ψ~,j(x)|2dx = the probability density of finding the particle at x .

This probability density is not concentrated in the classically allowed region {V ≤
E}, i.e., a quantum particle has a positive probability of going into the forbidden
region {x : V (x) > E}. The only observable quantities are the matrix elements

(1.24) 〈Aψ~,j , ψ~,j〉 =

∫
ψ~,jAψ~,j(x) dV
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of observables (A is a self adjoint operator). Under the time evolution (1.21),

the factors of e−i
tEj(~)

~ cancel and so the particle evolves as if “stationary,” i.e.,
observations of the particle are independent of the time t.

Quantum mechanics resolves the puzzle of how the electron can be moving
and stationary at the same time. But it also replaces the geometric (classical
mechanical) Bohr model of classical orbits with eigenfunctions (1.20), which are not
geometric objects and which are difficult to visualize. They are very complicated
functions on high dimensional spaces. How does one reconcile the classical picture
of orbits with the quantum picture of eigenfunctions, as stationary energy states of
atoms? In the semiclassical limit h → 0, the quantum physics should tend to the
classical physics, and the eigenfunctions should be related to the classical orbits.

The Bohr model proposed a close relation between the quantum mechanics of
a hydrogen atom and the classical mechanics of the corresponding classical Hamil-
tonian H(x, ξ) = 1

2 |ξ|2 + V (x). Can we use classical mechanics to analyze shapes
and sizes of quantum eigenstates?

1.5. Dynamics of the geodesic or billiard flow

The (homogeneous) geodesic flow

(1.25) Gt : T ∗M\0→ T ∗M\0
on the punctured cotangent bundle T ∗M\0 = {(x, ξ) ∈ T ∗M : ξ 6= 0} is the
Hamiltonian flow of the metric norm function

(1.26) H(x, ξ) =

√√√√ n∑
i,j=1

gij(x)ξiξj .

It is free particle motion (with V = 0) on M . When ∂M 6= 0 the geodesic reflects off
the boundary by Snell’s law of equal angles. This flow is called the broken geodesic
flow or billiard flow.

The Bohr correspondence principle suggests that as λj →∞ the asymptotics of
eigenfunctions and eigenvalues should be related to dynamics of the geodesic flow.
The relations between eigenfunctions and the Hamiltonian flow are best established
in two extreme cases: (i) where the Hamiltonian flow is completely integrable on an
energy surface, or (ii) where it is ergodic. The hydrogen atom is completely inte-
grable and that is why the special eigenfunctions which are joint eigenfunctions of
the Schrödinger operator, the total angular momentum and the z-component of the
angular momentum, can be completely understood. These are the eigenfunctions
whose images are graphed here. Integrable systems are rare but important in that
many of the known results are obtained by perturbing

the integrable case. The quantum integrable case is discussed in some detail in
§11.

Ergodic (or more chaotically mixing) dynamical systems are more difficult than
integrable systems because they are not explicitly solvable. However, as with the
law of large numbers or central limit theorem in probability theory, chaos induces a
kind of symmetry or uniformity which makes it possible to prove results by indirect
calculations and results.

The extremes are illustrated below in the case of (a) billiards on rotationally
invariant annulus, (b) chaotic billiards on a cardioid.
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A typical trajectory in the case of ergodic billiards is uniformly distributed,
while all trajectories are quasi-periodic in the integrable case.

1.6. Intensity plots and excursion sets

There are several ways to ‘picture’ an eigenfunction and the probability density
(1.23) that it defines. One vivid kind of picture of a hydrogen atom is an intensity
plot which darkens in the regions where |ϕj(x)|2 is large (most probable locations).

The most probable locations are defined by the excursion sets

(1.27) Ωj,~,E = {x : |ψ~,j(x)|2 ≥ E}.

It is particularly interesting to understand the high excursion levels, where E '
A~−r. One would ideally like to know how the excursion sets are distributed in the
semiclassical limit ~→ 0. How many connected components does it have and what
are there shapes and locations? What is the distribution function

(1.28) µψ~,j [E,∞) := Vol{x : |ψ~,j(x)|2 ≥ E},

where Vol denotes the volume measure of E (corresponding to the metric underlying
the Laplacian ∆). One could also use (1.23) as the measure to determine the relative
proportion of the L2 mass of the eigenfunction which is concentrated near its top
values.

One may also imagine graphing (1.23) over the high-dimensional configuration
space and asking for the prominent features of the graph. In the case of a high
frequency spherical harmonic on S2 one may obtain the graph:
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One observes that there are many local maxima near the peak values of the
eigenfunction (or its square (1.23)). They appear to be rather uniformly distributed.
Can one at least prove that the number of critical points tends to infinity with
the eigenvalue (or equivalently as ~ → 0)? This is known to be false for some
eigenfunctions of general Riemannian manifolds. How does the distribution or
number of critical points reflect the underlying Hamiltonian dynamics?

These questions are almost completely open and (as in the images) are most
accessible for quantum integrable systems. The high excursion sets are the most
important sets, but also rather intractable since they involve the distribution func-
tion of the eigenfunction. The only case known to the author where the distribution
function has been discussed is in the case of toric eigenfunctions on Kähler mani-
folds [STZ]. It is likely that analogous results can be proved for joint eigenfunctions
of real integrable systems such as surfaces of revolution or (as in the images) the
hydrogen atom eigenfunctions.

1.7. Nodal sets and critical point sets

At the opposite are plots of the nodal hypersurfaces: the zero set

(1.29) Nϕλ = {x ∈M : ϕλ(x) = 0}.

These are the points where the probability (density) of the particle’s position
vanishes. Here, we consider eigenfunctions of the Laplacian ∆g of a compact Rie-
mannian manifold rather than a general Schrödinger operator.

The nodal domains of ϕλ are the connected components Ωj of M\Nϕλ =⋃N(ϕλ)
j=1 Ωj . We write

(1.30) N(ϕλ) := the number of nodal domains of ϕλ.

In [Br], J. Brüning (and Yau, unpublished) showed that H1(Zϕλ) ≥ Cgλ in
the dimM = 2 case, i.e., the length of a nodal line is bounded below by a constant
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multiple of the frequency for some constant Cg > 0. A. Logunov has recently proved
the analogous result in all dimensions [Lo].

According to Courant’s nodal domain theorem [C], there exists a universal
upper bound for N(ϕj):

(1.31) N(ϕj) ≤ j.
In terms of order of magnitude, this bound is often obtained: when M is the unit
sphere S2 and ϕ is a random spherical harmonics, then N(ϕλ) ∼ cλ2 holds almost
surely for some constant c > 0 thanks to Nazarov-Sodin [NS] . However, it is known
that the bound is not always sharp in terms of order of magnitude. In the chapter
on nodal sets ♣ref♣, we will review results of H. Lewy and others that construct
sequences of eigenfunctions with a uniform bound on the number of nodal domains.
On the other hand, it is very plausible that every compact Riemannian manifold
possesses a sequence of eigenfunctions for which the number of nodal domains
tends to infinity. In the same chapter, we prove this to be true for almost the entire
sequence of eigenfunctions of a non-positively curved surface with concave boundary
(for Dirichlet or Neumann boundary conditions) and for negatively curved surfaces
possessing an anti-holomorphic isometric involution with dividing fixed point set.

Closely related to nodal sets are the other level sets

(1.32) N a
ϕj = {x ∈M : ϕj(x) = a}

and the sublevel sets

(1.33) {x ∈M : |ϕj(x)| ≤ a}.
The zero level is distinguished since the symmetry ϕj → −ϕj in the equation pre-
serves the nodal set. A fundamental existence result states that there exists a
constant A > 0 so that every ball of (M, g) contains a nodal point of any eigen-
function ϕλ if its radius is greater than A

λ .
Of equal interest is the critical point set

(1.34) Cϕj = {x ∈M : ∇ϕj(x) = 0}.
The critical point set can be a hypersurface in M . In counting problems it is better
to consider the set

(1.35) Vϕj = {ϕj(x) : ∇ϕj(x) = 0}
of critical values. At this time of writing, there exist (to the author’s knowledge)
no rigorous upper bounds on the number of critical values except in separation-of-
variables situations.

1.8. Local versus global analysis of eigenfunctions

As will be discussed in detail in §5.3, the local study of eigenfunctions uses
analysis on small balls of radii C

λ . One does necessarily assume that the eigen-
functions are global, i.e., that they are eigenfunctions on a global closed manifold
without boundary, or that they satisfy Dirichlet or Neumann boundary conditions
on a manifold with boundary.

Global harmonic analysis concerns the properties of global eigenfunctions. A
key property is that they are eigenfunctions of the evolution operator

(1.36) U(t) = eit
√
−∆
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or propagator

(1.37) Uh(t) = e
it
~ Ĥ

for semiclassical Schrödinger operators.
The goal is then to relate the behavior of eigenfunctions in the semiclassical

limit λj → ∞ or ~ → 0 to properties of the geodesic flow, or more generally the
Hamiltonian flow of 1

2 |ξ|2 + V (x) on a fixed energy surface.

1.9. High frequency limits, oscillation and concentration

The emphasis of these lectures is on high frequency limits λj →∞ of zeros sets,
norms and mass distribution of sequences of eigenfunctions. For general Schrödinger
operators, one studies the semiclassical limit ~→ 0.

In analogy with polynomials, the degree of a polynomial, resp. the frequency λ
of an eigenfunction, is a measure of its “complexity” and the high frequency limit
is the large complexity limit. A sequence of eigenfunctions of increasing frequency
oscillates more and more rapidly and the problem is to find its “limit shape”. In
the graph below of (sin kx)2, the square of the eigenfunction tends in the weak*
sense of measures to its mean value. Thus the oscillations smear out to an average
value. The eigenfunction sequence itself always tends to zero weakly in L2.

But it is also possible that a sequence of squares will concentrate on a low-
dimensional subset, as in this picture of a sequence of Gaussians tending to the
delta function at 0.
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In the Riemannian case, there exist sequences of squares of eigenfunctions called
Gaussian beams which put the two types together: they oscillate more and more
rapidly along a geodesic γ and have Gaussian decay in the transverse direction, so
that in the limit they tend to a delta function along γ.

1.10. Spectral projections

We now specialize the eigenvalue problem to the setting of Laplacians on com-
pact Riemannian manifold (M, g), i.e. we set V = 0. The quantum Hamiltonian is
then the Laplacian (1.6).

We denote by Π[0,λ] = Π[0,h−1/2] the spectral projections kernel for the interval

[0, λ]:

(1.38) Π[0,λ](x, y) = Πλ(x, y) :=
∑

j : λj≤λ
ϕj(x)ϕj(y).

It is the Schwartz kernel of the orthogonal projection onto the span of the eigenfunc-
tions with frequencies ≤ λ, and is independent of the choice of orthonormal basis.
Sometimes we wish to consider shorter spectral intervals, and then subscript the
projection by the relevant interval. An important case is the spectral projections
for a short interval:

(1.39) Π[λ,λ+1](x, y) :=
∑

j : λ≤λj≤λ+1

ϕj(x)ϕj(y).

We mainly consider compact Riemannian manifolds in this monograph, al-
though many of the same problems and techniques are valid on non-compact com-
plete Riemannian manifolds. Our main concern is to relate the behavior of eigenval-
ues/eigenfunctions to the dynamics of the geodesic flow, and the setting of compact
Riemannian manifolds is sufficiently rich to illustrate the possible relations. In the
non-compact setting, the spectrum is continuous (possibly with embedded eigen-
values) and there is a basis of generalized eigenfunctions. We will briefly consider
examples such as the hyperbolic plane and hyperbolic cylinder.

In the non-compact case, it is also natural to study resonances instead of eigen-
values and resonance states instead of eigenfunctions, but the theory is quite dif-
ferent and is not discussed here. See [DZw] for a comprehensive exposition. It is



12 1. INTRODUCTION

also natural to study the scattering phase shifts (eigenvalues) and eigenfunctions
of the scattering operator S(h) (see [GHZ] for references).

Remark 1.2. We set the potential V equal to zero for the sake of brevity, but
almost everything we do generalizes, often in subtle ways, to Schrödinger operators.
The dynamics of geodesic flows is sufficiently rich to exhibit the relations between
classical and quantum mechanics. More general Schrödinger operators −~2∆g + V
(or magnetic Schrödinger operators) give rise to significant additional issues that
in some cases have barely been explored, such as the behavior of nodal sets in the
forbidden region.

Most of the problems stated above are not only unsolved but appear to be
completely intractable. They are most accessible when the Schrödinger operator
is completely integrable on the quantum level in the sense of §1.19, although the
problems remain unsolved even in this case. There are many phenomena which
show up clearly in numerical plots yet which are far beyond mathematical analysis.
Therefore we need to simplify the problems to the point where rigorous results are
possible.

1.11. Lp norms

As mentioned above, excursion sets (1.27) are difficult to study in all but the
simplest cases (such as the standard spheres or surfaces of revolution). A somewhat
more accessible and natural mathematical problem is to study the Lp norms of
eigenfunctions (to the pth power),

(1.40)

∫ ∞
0

tpdµϕj (t) =

∫
|ϕj |2pdV

as a function of the eigenvalue Ej(~). Here, µϕj is the distribution function of |ϕj |2
(1.28). Different powers measure different aspects of the intensity plot. Since ϕj is
L2-normalized (1.22), high Lp norms, (e.g., the sup norm ‖ϕj‖∞ = supx |ϕj(x)|) is
large when there exist a few very high peaks and are not so large when there exist
many relatively shallow peaks. Lower Lp norms are large when the set of rather
large values has a large measure. A random spherical harmonic spreads its mass
rather evenly around the sphere, and thus has relatively small Lp norms for high p.

General upper bounds on Lp norms of eigenfunctions will be discussed in §10.
In §10.4 we discuss the case Riemannian manifolds possessing sequences of eigen-
functions achieving the maximal allowed growth for large p. The case of small p
is not understood in general. Lp norms of quantum integrable eigenfunctions are
discussed in §11.6.

1.12. Matrix elements and Wigner distributions

Lp norms are ‘non-linear’ measures of the size of the eigenfunction. The most
linear measures are the matrix elements (1.24). For instance, if A is multiplication
by the characteristic function 1E of a Borel set E ⊂ M , one is measuring the
L2-mass

(1.41)

∫
E

|ϕj |2 dV

of the eigenfunction in the set E, e.g., to determine where it concentrates most.
In the case where the boundary ∂E (closure of E minus its interior) has measure
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zero, there are many results on the semiclassical limits of the L2 mass. Virtually
nothing is known for more general E such as Cantor sets of positive measure. It is
possible to allow E to depend on ~ and to let it shrink at a specified rate as ~→ 0.
Such “small-scale mass” is closely related to Lp norms.

The diagonal matrix elements

(1.42) ρj(A) := 〈Aϕj , ϕj〉
of an observable A (i.e. a bounded operator on L2(M)) are interpreted in quantum
mechanics as the expected value of the observable A in the energy state ϕj . The
off-diagonal matrix elements

(1.43) ρjk(A) = 〈Aϕi, ϕj〉, (j 6= k)

are interpreted as transition amplitudes. Here, and below, an amplitude is a com-
plex number whose modulus square is a probability.

There is a special class of observablesA for which it is possible to study semiclas-
sical limits of matrix elements (1.42), namely (various kinds of) pseudo-differential
operators Op~(a) = a(x, ~D). Such operators are understood as ‘quantizations’
of classical observables, namely functions a(x, ξ) on phase space. For instance,
one may let a(x, ξ) = 1E(x, ξ) where E ⊂ T ∗M is a nice Borel set. Then (1.42)
measures the phase space mass of the eigenfunction in E, i.e., the probability

(1.44) 〈1Eϕj , ϕj〉
that its (position, momentum) = (x, ξ) belong to E. Just as ϕj determines the
probability measure (1.23) on configuration space, so it also induces probability
measures on phase space.

If we fix the quantization a → Op~(a), then the matrix elements can be rep-
resented by Wigner distributions. In the diagonal case, we define Wk ∈ D′(T ∗M)
by

(1.45)

∫
T∗M

a dWk := 〈Op~(a)ϕk, ϕk〉.

Here, we are using semiclassical pseudo-differential operators (see [DSj, Zw]). If
we use homogeneous pseudo-differential operators, the Wigner distributions may
be defined as distributions on the unit co-sphere bundle S∗M .

The basic compactness theorem regarding the sequence of probability measures
(1.23) or their microlocal lifts is simply the compactness of probability measures
in the weak* topology. As the name suggests, weak* convergence is a very weak
type of convergence and it is difficult to determine many concrete properties of
eigenfunctions even from knowledge of the limit measures.

1.13. Egorov’s theorem

Egorov’s theorem is the precise statement of the correspondence between the
Heisenberg time evolution UtAU

∗
t of an observable A and the time evolution of the

classical observable (its symbol) σA◦Gt, where Gt is the corresponding Hamiltonian
(geodesic) flow. It states that if A ∈ Ψ0(M) (i.e., A is a pseudo-differential operator
of order zero), then

(1.46) U t~ Oph(a)U−t~ −Oph(a ◦Gt) ∈ Ψ−1
h (M),

i.e., the difference is a pseudo-differential operator of order −1. In semiclassical
notation, order −1 means of order O(~).
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1.14. Eherenfest time

The aim in quantum chaos is to obtain information about the high energy
asymptotics as λj → ∞ of eigenvalues and eigenfunctions by connecting infor-
mation about U t and Gt. The connection often comes from Egorov’s theorem
(Theorem 1.46). But to use the hypothesis that Gt is ergodic or chaotic, one needs
to exploit the connection as ~→ 0 and t→∞. The difficulty in quantum chaos is
that the approximation of U t by Gt is only a good one for t less than the Eherenfest
time

(1.47) TE =
log |~|
λmax

,

where λmax is the so-called maximal Lyapunov exponent.
Roughly speaking, the idea is that the evolution of a well constructed “coher-

ent” quantum state or particle is a moving lump that “tracks along” the trajectory
of a classical particle up to time TE and then slowly falls apart and stops acting
like a classical particle. Numerical studies of long time dynamics of wave pack-
ets are given in works of E.J. Heller [He1, He2] and rigorous treatments are in
Bouzouina-Robert [BoR], Combescure-Robert [CR] and Schubert [S].

The basic result expressed in semiclassical notation is that there exists Γ > 0
such that

(1.48) ‖U t~ Op(a)U−t~ −Op(a ◦Gt)‖ ≤ C~etΓ.
The exponential growth rate in t has long been known to be the essential stumbling
block to precise localization in the spectrum. Thus, one only expects good joint
asymptotics as ~ → 0, t → ∞ for t ≤ TE . As a result, one can only exploit the
approximation of U t by Gt for the relatively short time TE .

1.15. Weak* limit problem

There are two (equivalent) ways to state the weak* limit problem: (i) in terms
of quantum statistical mechanical states on the algebra of observables, or (ii) in
terms of Wigner distributions (or microlocal lifts, microlocal defect measures, etc.).
The first is more abstract or at least less PDE oriented but is useful in not requiring
any choice of quantization of classical observables. The second is more concrete.

The diagonal matrix elements define linear functionals (1.42) on Ψ0. We observe
that ρj(I) = 1, that ρj(A) ≥ 0 if A ≥ 0 and that

(1.49) ρk(U tAU−t) = ρk(A).

Indeed, if A ≥ 0 then A = B∗B for some B ∈ Ψ0 and we can move B∗ to the right
side. Similarly (1.49) is proved by moving Ut to the right side and using the fact
that the eigenvalues of Ut are of modulus one. In quantum statistical mechanics,
these properties are summarized by saying that ρj is an invariant state on the
algebra Ψ0, or more precisely, on its closure in the operator norm. An invariant
state is the analogue in quantum statistical mechanics of an invariant probability
measure.

We denote by MI the convex set of invariant probability measures for the
geodesic flow. Further, we say that a measure is time-reversal invariant if it is
invariant under the anti-symplectic involution (x, ξ)→ (x,−ξ) on T ∗M . We denote
the time-reversal invariant elements of MI by M+

I .
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Proposition 1.3. Any weak limit of the sequence {ρj} on Ψ0 is a time-reversal
invariant, Gt invariant probability measure on S∗M , i.e. is an element of M+

I .

Proof. For any compact operator K, 〈Kϕj , ϕj〉 → 0. Hence, any limit of
〈Aϕj , ϕj〉 is equally a limit of 〈(A+K)ϕj , ϕj〉. By the norm estimate, the limit is
bounded by infK ‖A+K‖ (the infimum taken over compact operators). Hence any
weak limit is bounded by a constant times the sup norm ‖σA‖L∞ of the symbol
σA of A and is therefore continuous on C(S∗M). It is a positive functional since
each ρj is and hence any limit is a probability measure. By Egorov’s theorem and
the invariance of ρj , any limit of ρj(A) is a limit of ρj(Op(σA ◦ Gt)) and hence
the limit measure is invariant. It is also time-reversal when the eigenfunctions are
real-valued, i.e., complex conjugation invariant. �

The Wigner distributions (also called microlocal lifts) dWk defined by (1.45) of
course depend on the choice of Op(a). If a is chosen to be homogeneous of degree
0 on T ∗M − {0} (the zero section) then one can arrange that dwk ∈ D′(S∗M). In
the semiclassical setting one deals with non-homogeneous symbols. Eigenfunctions
localize on the ‘energy surface’ {H = 1}, i.e., on the unit co-sphere bundle S∗gM in
the case of the Laplacian, and the corresponding microlocal lifts concentrate there.

Problem 1.4. Determine the set Q of ‘quantum limits,’ i.e., weak* limit points
of the sequence {dWk}.

The set Q is independent of the definition of quantization a → Op(a). The
simplest examples are the exponentials on a flat torus Rm/Zm. By definition of
pseudo-differential operator, Ae2πi〈k,x〉 = a(x, k)e2πi〈k,x〉 where a(x, k) is the com-
plete symbol. Thus,

(1.50) 〈Ae2πi〈k,x〉, e2πi〈k,x〉〉 =

∫
Rn/Zn

a(x, k)dx ∼
∫
Rn/Zn

σA

(
x,

k

|k|

)
dx.

A subsequence e2πi〈kj ,x〉 of eigenfunctions has a weak limit if and only if
kj
|kj | tends

to a limit vector ξ0 in the unit sphere in Rn. In this case, the associated weak* limit
is
∫
Rn/Zn σA(x, ξ0)dx, i.e., the delta-function on the invariant torus Tξ0 ⊂ S∗M for

Gt, defined by the constant momentum condition ξ = ξ0. The eigenfunctions are
said to localize on this invariant torus. Given ξ0, we can always define a sequence

kj so that
kj
|kj | → ξ0, and thus, every invariant torus measure arises as a quantum

limit.
In general, there are many possible limit measures. The most important are:

(1) Normalized Liouville measure µL. In fact, the functional ω of integration
against normalized Liouville measure is also a state on Ψ0 for the reason
explained above. A subsequence {ϕjk} of eigenfunctions is considered
diffuse if ρjk → ω.

(2) A periodic orbit measure µγ defined by µγ(A) = 1
Lγ

∫
γ
σAds where Lγ

is the length of γ. A sequence of eigenfunctions for which ρkj → µγ
obviously concentrates (or strongly ‘scars’) on the closed geodesic.

(3) A finite sum of periodic orbit measures.
(4) A delta-function along an invariant Lagrangian manifold Λ ⊂ S∗M . The

associated eigenfunctions are viewed as localizing along Λ.
(5) A more general measure which is singular with respect to dµ.
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All of these possibilities arise as (M, g) varies among Riemannian manifolds.
Indeed, the standard sphere provides an extreme example (see [JZ])

Theorem 1.5. For the standard round sphere Sn, Q =M+
I .

In the case where ρkj → ω, the corresponding eigenfunctions become uniformly
distributed on the energy surface S∗M . By testing against multiplication operators,
one gets

(1.51)
1

Vol(M)

∫
E

|ϕkj (x)|2dVol→ Vol(E)

Vol(M)

for any measurable set E whose boundary has measure zero. In the interpretation
of |ϕkj (x)|2dVol as the probability density of finding a particle of energy λ2

kj
at

x, this says that the sequence of probabilities tends to uniform measure. However,
ρkj → ω is much stronger since it says that the eigenfunctions become uniformly
distributed on S∗M and not just on the configuration space M . For instance, on
the flat torus Rn/Zn, the standard exponentials e2πi〈k,x〉 satisfy |e2πi〈k,x〉|2 = 1,
and are thus uniformly distributed in configuration space. On the other hand, as
seen above, in phase space they localize on invariant Lagrange tori in S∗M .

The flat torus is a model of a completely integrable system, on both the classical
and quantum levels. On the other hand, if the geodesic flow is ergodic one would
expect the eigenfunctions to be diffuse in phase space. The statement that the all
eigenfunctions are diffuse, i.e., Q = {ω}, is known as quantum unique ergodicity .
It will be discussed in §1.18.

Off-diagonal matrix elements (1.43) are also important as transition amplitudes
between states. They no longer define states since ρjk(I) = 0, are no longer posi-

tive, and are no longer invariant. Indeed, ρj,k(UtAU
∗
t ) = eit(λj−λk)ρjk(A), so they

are eigenvectors of the automorphism αt(A) = UtAU
∗
t . A sequence of such matrix

elements cannot have a weak limit unless the spectral gap λj − λk tends to a limit
τ ∈ R. In this case, by the same discussion as above, any weak limit of the func-
tionals ρjk will be a time-reversal invariant eigenmeasure of the geodesic flow which
transforms by eiτt under the action of Gt. Examples of such eigenmeasures are or-

bital Fourier coefficients 1
Lγ

∫ Lγ
0

e−iτtσA(Gt(x, ξ))dt along a periodic orbit. Here

τ ∈ 2π
Lγ

Z. We denote by Qτ such eigenmeasures of the geodesic flow. Problem 1.4

has the following extension to off-diagonal elements:

Problem 1.6. Determine the set Qτ of ‘quantum limits’, i.e., weak* limit
points of the sequence {ρjk} on the classical phase space T ∗M .

As will be discussed in ♣§9.5.8♣, the asymptotics of off-diagonal elements de-
pends on the weak mixing properties of the geodesic flow and not just its ergodicity.

1.16. Ergodic versus completely integrable geodesic flow

In line with §1.5, one of the principal cases where one can largely control the
weak* limits of the Wigner distributions and the complex nodal currents is that of
Riemannian manifolds (M, g) with ergodic geodesic flow. When M has a boundary
∂M then the geodesic flow is replace by the billiard flow. In the images below,
the left one shows a typical trajectory of the ergodic billiards in a stadium, and
the right one gives intensity plots of the ergodic Dirichlet eigenfunctions, as well
as several modes of ‘bouncing ball type,’ corresponding to vertical bouncing ball
orbits in the middle rectangle.
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1.17. Ergodic eigenfunctions

A subsequence {ϕjk} of eigenfunctions is called quantum ergodicquantum er-
godic if the only weak* limit of the sequence of ρjk is dµL or equivalently the
Liouville state ω.

One can quantize characteristic functions 1E of open sets in S∗M whose bound-
aries have measure zero. Then
(1.52)
〈Op(1E)ϕj , ϕj〉 = the amplitude that the particle in energy state λ2

j lies in E.

For an ergodic sequence of eigenfunctions,

(1.53) 〈Op(1E)ϕjk , ϕjk〉 →
µL(E)

µL(S∗M)
,

so that the particle becomes diffuse, i.e. uniformly distributed on S∗M . This is
the quantum analogue of the property of uniform distribution of typical geodesics
of ergodic geodesic flows (Birkhoff’s ergodic theorem).
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On a compact Riemannian manifold (M, g) with ergodic geodesic flow, there
exists a subsequence of density one of any orthonormal basis which is quantum
ergodic [Sh1, Ze1, CdV, ZZw].

1.18. Quantum unique ergodicity (QUE)

The Laplacian ∆ or (M, g) is said to be QUE (quantum uniquely ergodic) if
Q = {µL}, i.e., the only quantum limit measure for any orthonormal basis of eigen-
functions is Liouville measure. An orthonormal basis {ϕh} of −h2∆g-eigenfunctions
is called QUE on M if 〈aw(x, hDx)ϕh, ϕh〉 → ω(a0) for all pseudodifferential op-
erators aw ∈ Ψ0(M), i.e. if it is not necessary to eliminate a sparse subsequence
of eigenfunctions of density zero. Here, ω(A) =

∫
S∗M

σAdµL where dµL is normal-

ized, σA = a0 is the principal symbol of A ∈ Ψ0(M). It is conjectured in [RS] that
QUE should hold for any orthonormal basis of eigenfunctions if the geodesic flow
is Anosov, e.g. if the curvature is negative. In the case of the special orthonormal
basis of Hecke-Maass forms for arithmetic hyperbolic surfaces, QUE was proved by
E. Lindenstrauss [Li] (together with the recent final step in the noncompact case by
Soundararajan [Sou]). However, the known bounds on multiplicities of eigenvalues
are too weak for this to imply that QUE holds for all orthonormal bases.

Although we are not discussing quantum cat maps in detail, it should be em-
phasized that quantizations of hyperbolic (Anosov) symplectic maps of the torus
are not QUE. For a sparse sequence of Planck constants ~k, there exist eigenfunc-
tions of the quantum cat map which partly scar on a hyperbolic fixed point (see
Faure-Nonnenmacher-de Bièvre [FNB]). The multiplicities of the corresponding
eigenvalues are of order ~−1

k /| log ~|. It is unknown if anything analogous can occur
in the Riemannian setting, but as yet there is nothing to rule it out.

1.19. Completely integrable eigenfunctions

The simplest quantum systems, both on the classical and quantum level, are
the completely integrable ones. They will be discussed in §11 and again in §11.6.

• Completely integrable systems: the quantum Hamiltonian

(1.54) Ĥ := −~2

2
∆ + V

commutes with n− 1 other observables Pj where n = dimM . The hydro-
gen atom Hamiltonian and round sphere Laplacian are examples. Trajec-
tories of the classical Hamiltonian system wind around on tori of dimen-
sion n.

•
√

∆ = H(P1, . . . , Pn), where [Pi, Pj ] = 0.
• The symbols form a moment map P : T ∗M → Rn.

The joint eigenfunctions ϕα are characterized by Pjϕα = αjϕα simultaneously for
all j. Joint eigenvalues α = (α1, . . . , αn) form a lattice. We take limits along rays
in the lattice.
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1.20. Heisenberg uncertainty principle

The Heisenberg uncertainty principle is the heuristic principle that one can-
not measure things in regions of phase space where the product of the widths in
configuration and momentum directions is ≤ ~.

It is useful to microlocalize to sets which shrink as ~ → 0 using ~ (or λ)-
dependent cutoffs such as χU (λδ(x, ξ)). The Heisenberg uncertainty principle is
manifested in pseudo-differential calculus in the difficulty (or impossibility) of defin-
ing pseudo-differential cut-off operators Op(χU (λδ(x, ξ)) when δ ≥ 1. That is, such
small scale cutoffs do not obey the usual rules of semiclassical analysis (behavior of
symbols under composition). The uncertainty principle allows one to study eigen-
functions by microlocal methods in configuration space balls B(x0, λ

−1
j ) of radius

~ (since there is no constraint on the ‘height’ in the ξ variable) or in a phase space
ball of radius λ−1

j .

1.21. Sequences of eigenfunctions and length scales

As mentioned above, most of the semiclassical results concern sequences {ϕjk}∞k=0

of eigenfunctions with λjk → ∞. When we consider ϕλ or ϕh asymptotically, we
implicitly consider sequences. To orient the reader, we provide some terminology
and some results on sequences of eigenfunctions.

We say that a subsequence S = {λjk} has upper asymptotic density M if

(1.55) lim sup
λ→∞

#{j : λj ≤ λ, λj ∈ S}
N(λ)

≤M,

and that S has lower asymptotic density m if

(1.56) lim inf
λ→∞

#{j : λj ≤ λ, λj ∈ S}
N(λ)

≥ m.

If the upper and lower densities agree the sequence is said to have an asymptotic
density.

If {cj} is a sequence of positive numbers satisfying

(1.57) lim sup
λ→∞

1

N

∑
j≤N

cj → 0

then there is a subsequence {cjk} of upper density one such that cjk → 0. If the
above limit holds with lim sup replaced by lim inf, then there is a subsequence of
lower density one such that cj′k → 0. These statements follow from Chebyshev’s
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inequality

(1.58)
1

N
#{j ≤ N : cj > ε} ≤ 1

ε

1

N

∑
j≤N

cj

by taking lim sup or lim inf of both sides.
We single out sequences {ϕjk} of eigenfunctions for which the Wigner distri-

butions of §1.12 have a unique weak* limit. In the case where the geodesic flow
is ergodic, and there exists just one weak* limit for any orthonormal basis, the
sequence is called QUE. However, this might be taken to imply that the limit is
Liouville measure. It does not appear that any general term is standard, so we use
our original term:

Definition 1.7. We say that a sequence {ϕjk} of eigenfunctions is ‘coherent’
if the associated sequence of Wigner distributions has a unique weak limit. Given
a coherent sequence, we define the microsupport MS{ϕjk} to be the support of the
unique weak* limit measure of the sequence, i.e.,

(1.59) MS{ϕjk} = supp(µ) ⊂ T ∗M.

It follows from Egorov’s theorem that MS{ϕjk} ⊂ S∗M is invariant under the
geodesic flow Gt. A priori, the limit measure could be any invariant measure, and
as mentioned before, any invariant measure is in fact a weak* limit in the case of
the standard sphere. Another characterization of the microsupport is the following:

Definition 1.8. The annihilator A{ϕjk} of the sequence {ϕjk} is the class of

semiclassical pseudo-differential operators Oph(a) with h = hjk = λ−1
jk

such that

(1.60) lim
k→∞

〈Oph(a)ϕjk , ϕjk〉 = 0.

The connection to the microsupport of {ϕjk} is that

(1.61) MS{ϕjk} =
⋂

A∈A{ϕjk}
Char(A),

where

(1.62) Char(A) = {(x, ξ) ∈ S∗M : σA(x, ξ) = 0}.
Equivalently, if µ is the limit measure then

(1.63) A ∈ A{ϕjk} ⇐⇒ supp(µ) ⊂ Char(A).

The last definition makes sense for any sequence {ϕjk}, whether or not it is
coherent. If it is not coherent, then the annihilator of the sequence is the intersection
of the annihilators of the coherent subsequences.

1.22. Localization of eigenfunctions on closed geodesics

It follows from the invariance of the weak* limit measures that the smallest
possible microsupport a coherent sequence {ϕjk} can have is a single closed geodesic
γ. When the Wigner measures tend to the delta-function δγ(f) =

∫
γ
fds, then

{ϕjk} is said to localize or concentrate along γ. One has

(1.64) 〈Aϕjk , ϕjk〉 →
∫
γ

σA ds.
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In configuration space M , this says that

(1.65)

∫
M

f |ϕjk |2 dV →
∫
γ

f ds.

Thus, squares of the eigenfunctions form a delta-sequence on γ.
On special Riemannian manifolds (M, g) there do exist sequences {ϕjk} of

eigenfunctions concentrating on γ. Namely if (M, g) possesses a stable elliptic
closed geodesic, then one may construct a Gaussian beam along γ. In general it is
only a sequence of approximate eigenfunctions but in special cases they are genuine
eigenfunctions.

A measure of the localization of eigenfunctions around a specific closed geodesic
γ is given by the L2 mass profile, which studies the restricted L2 norm-squared∫
γ
|ϕλ|2 ds for an orthonormal basis. In the case of quantum integrable systems

such as the standard sphere or a hyperbolic cylinder, one may study the norm-
squares as a function of the joint eigenvalues. The limit mass profile is explicitly
computable in model cases. Another measure is to study concentration of L2 mass
in tubes, and this is done for integrable systems in §11.6. If the geodesic is not fixed
one may take the supremum over all geodesic arcs of a fixed length. This defines
the geodesic maximal function (Definition 3.3). Or one may study the supremum
of the mass in tubes using the Kakeya-Nikodym maximal function (Definition 3.9
studied in §3.4).

1.23. Some remarks on the contents and on other texts

There are several very recent references providing a systematic background on
eigenfunctions and the wave equation on Riemannian manifolds. In particular, the
new book [So2] of Chris Sogge covers much of the background and also discusses
some relatively recent joint work with the author on Lp norms of eigenfunctions.
The earlier book [So1] includes a systematic introduction to the relevant theory
of Fourier integral operators. The relatively new book of Maciej Zworski [Zw]
contains a systematic introduction to semiclassical Fourier integral operators and
includes applications to quantum ergodicity of eigenfunctions. Other excellent texts
covering Fourier integral operators and the wave group are [Ho1, Ho2, Ho3, Ho4]
and [SV]. For this reason, we do not give a detailed treatment here of Fourier
integral parametrices for the long time wave kernel, although we do use the results.
Instead, we try to limit the foundational material and survey the statements and
methods-of-proof of relatively recent results. We do provide background on the
Hadamard parametrix taken almost directly from Hadamard’s remarkable book
[Had]. This book is in some ways better than the more recent expositions, in
particular because it proves the convergence of Hadamard’s parametrix series in
the real analytic case. We take some of the details from M. Riesz’s classic work
[R] and from the more recent exposition of P. Bérard [Be]. We also review the
basic results on eigenfunctions on model spaces of constant curvature (Rn, flat tori
Rn/Γ, spheres Sn, hyperbolic space Hn and its quotients Hn/Γ).

In addition to this monograph, the author has recently written extensive survey
articles on eigenfunctions and their nodal sets [Ze6], on recent results on quan-
tum chaos [Ze4], and on the use of global wave equation methods in the study of
eigenfunctions [Ze3]. The main theme of [Ze3] was to contrast local (‘small ball’,
elliptic) methods for studying eigenfunctions with global wave equation methods.
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We develop that theme here as well. In §5.3 we review the elliptic methods that
have been applied to eigenfunctions by Donnelly-Fefferman [DF], F.H. Lin (see
[HL]), Nazarov-Sodin, Colding-Minicozzi, and many others. Also recent are the
author’s lecture notes [Ze7] from the Park City summer program in geometric
analysis (2013).

1.24. References

Below are two groups of references. The first are historically important papers
in the field, some of which (especially by Hadamard and Riesz) remain among the
most lucid and complete expositions of results on the wave equation. The second
group consists of research articles relevant to this chapter. Here and henceforth,
references are given chapter by chapter to make it easier for the reader to find the
relevant reference.
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CHAPTER 2

Geometric preliminaries

We assume the reader is familiar with basic notions of Riemannian geometry.
We now quickly run through the definitions and notations which we will need in
analyzing wave invariants. All the notions are discussed in detail in [Kl]. We also
refer to [Su] for background in a context closely related to that of this article.

The following notation is used:

(i) r = r(x, y) distance function on M ;
(ii) |ξ|g : T ∗M − 0→ R+ length of a (co)-vector;
(iii) S∗M = {|ξ|g = 1} the unit cosphere bundle;
(iv) Gt : T ∗M − 0→ T ∗M − 0 the geodesic flow, i.e., the Hamilton flow of

|ξ|g;
(v) γ closed geodesic, i.e., a closed orbit of Gt in

S∗M ;
(vi) Λ(M) H1 loop space of M ;
(vii) G(M) subset of closed geodesics in Λ(M);
(viii) G[γ] set of closed geodesics in G(M) whose free

homotopy class is [γ];
(ix) inj(M, g) the injectivity radius.

2.1. Symplectic linear algebra and geometry

Classical Hamiltonian dynamics has been written since Hamilton in the lan-
guage of symplectic geometry. Quantum mechanics and semiclassical analysis are
quantizations of classical Hamiltonian dynamics, and symplectic notions such as
Lagrangian submanifolds and canonical relations permeate quantization theory.
In many systematic texts on Fourier integral operators [Du, Ho1, Ho2, Ho3,
Ho4, Zw], the reader will find extensive discussions on symplectic geometry and
Hamilton-Jacobi theory in the construction of parametrices for wave equations and
more general PDEs. Further use of symplectic geometry is to find canonical trans-
formations to symplectic normal forms, and to quantize the canonical transforma-
tions to give quantum normal forms. Estimates of mapping properties of oscilla-
tory integral operators often start from the symplectic geometry of the underlying
canonical relations.

The purpose of this section is to introduce notation and terminology that will
be used throughout. It is assumed that the reader is familiar with basic symplectic
notions. We refer to [Ho4, DSj, GSj, GuSt1, GuSt2, BW] for a systematic
exposition.

2.1.1. Symplectic linear algebra. We recall that a symplectic vector space
(V, σ) equipped with a symplectic form σ is an even dimensional vector space with

27



28 2. GEOMETRIC PRELIMINARIES

a non-degenerate skew-symmetric 2-form σ. That is, σ(v, w) = −σ(w, v) and v →
σ(v, ·) is an isomorphism from the vector space V to its dual V ∗.

The basic symplectic vector space is (R2n, σ) with

(2.1) σ((x, ξ), (x′, ξ′))) = 〈ξ, x′〉 − 〈ξ′, x〉.
Given any vector space V with dual V ∗ one can use the same definition to give
V ⊕ V ∗ a symplectic structure. The universal construction of symplectic vector
spaces is as follows: Let W be a vector space and W ∗ be its dual. Let V = W ⊕W ∗
with symplectic form

(2.2) σ0(e⊕ f, e′ ⊕ f ′) = f ′(e)− f(e′).

Every symplectic vector space (say of dimension 2n) has a symplectic (Darboux)
basis ej , fk(j, k = 1, . . . , n) so that

(2.3) σ(ei, ej) = σ(fi, fj) = 0 and σ(ei, fj) = δij .

In coordinates relative to this basis,

(2.4) σ =

n∑
i=1

ej ⊗ f∗j .

2.1.2. Lagrangian subspaces. Let V be a symplectic vector space of di-
mension 2n. A Lagrangian subspace of V is a subspace W ⊂ V of dimension n so
that σ|W = 0, i.e., σ(v, w) = 0 for all v, w ∈ W . For instance, R{e1, . . . , en} and
R{f1, . . . , fn} are Lagrangian subspaces of V , where ej , fk are the symplectic basis
elements of V introduced in the previous subsection.

Consider the possible Lagrangian subspaces of (V, σ) which are graphs over W
so that fj =

∑n
k=1Ajkek. In other words, let A : W → W ∗ be a linear map and

let ΓA = {(w,Aw) ⊂W ⊕W ∗} be its graph. Then ΓA is Lagrangian if and only if
A is symmetric. Indeed,

(2.5) σ((w,Aw), (w′, Aw′)) = (Aw′)(w)− (Aw)(w′).

2.1.3. Structure of linear canonical relations. Lemma 25.3.6 of [Ho4]
states:

Proposition 2.1. Let G ⊂ S1 ⊕ S2 be a canonical relation. Then there exist
symplectic orthogonal decompositions

(2.6) S1 = S11 ⊕ S12 and S2 = S21 ⊕ S22

so that

(2.7) G = λ1 ⊕ Ĝ⊕ λ2

where λj ⊂ Sjj is Lagrangian and Ĝ is the graph of a linear symplectic transfor-
mation S21 → S12.

Proof. We copy the proof verbatim from Hörmander. Let

(2.8) λ1 = {(γ ∈ S1 : (γ, 0) ∈ G} and λ2 = {(γ ∈ S2 : (0, γ) ∈ G}.
They are isotropic subspaces and G ⊂ λσ1 ⊕ λσ2 since G is Lagrangian. Write
λσ1 = λ1 ⊕ S12. Then S12 = λσ1/λ1 is symplectic and S1 = S11 ⊕ S12 where
the symplectic orthogonal complement S11 of S12 contains λ1. Define S21, S22

analogously. Then G = λ1 ⊕ Ĝ⊕ λ2 where Ĝ ⊂ S12 ⊕ S21 has bijective projection
onto S12 and S21. Since dimSjj = 2 dimλj , λj is symplectic in Sjj . �
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2.2. Symplectic manifolds and cotangent bundles

A symplectic manifold (X,ω) is a manifold with a closed non-degenerate two
form, i.e., dσ = 0. Non-degeneracy means that ωx : TxX → T ∗xX, v → ωx(v, ·),
is an isomorphism. One can then define the symplectic gradient Ξf of a function
f : M → R by df = σ(Ξf , ·). Given local coordinates x1, . . . , xn on M any covector
may be expressed as η =

∑n
j=1 ηj dxj and one defines the local coordinates ξj :

T ∗M → R by ξj(η) = ηj .
The main example is X = T ∗M the cotangent bundle of a Riemannian manifold

M . We recall that a cotangent bundle carries a canonical 1-form α = ξ dx defined
by

(2.9) αx,ξ(v) = ξ(Dπv).

It may also be described as follows: A section of the natural projection π : T ∗M →
M is a co-vector field η : M → T ∗M . Then α is the unique element of Ω1(T ∗M)
(i.e., unique 1-form on T ∗M) satisfying η∗α = η.

Let x = (x1, . . . , xn) be any local coordinate system on M . Then dxj define
local covector fields giving a local trivialization of T ∗M →M . One defines the dual
coordinates on T ∗M of a covector η =

∑
j ηjdxj by the coordinates relative to the

frame field dx1, . . . , dxn, i.e., ξj(η) = ηj .
The canonical symplectic form ω of T ∗M is defined by ω = dα. Thus, in the

above local coordinates,

(2.10) ω =
∑
j

dξj ∧ dxj .

Such coordinates are called symplectic. In any coordinate system yj on T ∗M one
could write

(2.11) ω =

n∑
j,k=1

ωij dyj ∧ dyk,

but in the (x, ξ) coordinates ω has constant coefficients

(2.12)
(
ωjk
)

= J :=

(
0 I
−I 0

)
,

where we use the basis ∂
∂xj

, ∂
∂ξk

for T (T ∗M). That is, we have

(2.13) ω

(
∂

∂xj
,
∂

∂xk

)
= 0 = ω

(
∂

∂ξj
,
∂

∂ξk

)
and ω

(
∂

∂xj
,
∂

∂ξk

)
= δjk.

Note that for fixed (x, ξ) ∈ T ∗M , the tangent space T(x,ξ)T
∗M is a symplectic

vector space with the symplectic form ωx,ξ.

2.2.1. Compatible complex structure. A non-degenerate 2-form ω defines
an isomorphism

(2.14) J : T ∗xM → TxM, ω(u, v) = J−1(u)v.

If ω = 1
2

∑n
j=1 ωijdx

i ∧ dxj then

(2.15) J(dxi) = −
n∑
j=1

ωij(x)
∂

∂xj
.
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2.2.2. Hamilton vector fields. The Hamilton vector field ΞH of a Hamil-
tonian H : T ∗M → R is the symplectic gradient of H, i.e., ω(ΞH ·) = dH. Unlike
the Riemannian metric gradient, XH is tangent to level sets of H. Thus,

(2.16) ΞH =
∑
j

∂H

∂ξj

∂

∂xj
− ∂H

∂xj

∂

∂ξj
.

The Poisson bracket of two functions is defined by

(2.17) {f, g} = Ξf (g) = dg(Ξf ) =

n∑
j=1

(
∂f

∂ξj

∂g

∂xj
− ∂f

∂xj

∂g

∂ξj

)
.

2.3. Lagrangian submanifolds

Definition 2.2. A submanifold Λ ⊂ T ∗M of dimension n = dimM is La-
grangian if ω|TΛ = 0. That is, ωλ(X,Y ) = 0 for all λ ∈ Λ, X, Y ∈ TλΛ.

A Lagrangian submanifold is called projectible if the natural projection

(2.18) π : Λ ⊂ T ∗M →M

is a diffeomorphism. If U ⊂ M is an open set we say that π : Λ|U → U is locally
projectible if the projection is a local diffeomorphism.

A section of T ∗M is the same as a covector field η : M → T ∗M . The graph of
a covector field is the submanifold Γη = {(x, ηx) : x ∈M}.

Proposition 2.3.

• Γη is a Lagrangian submanifold if and only if η is a closed 1-form.
• Λ ⊂ T ∗M is a globally projectible Lagrangian submanifold if and only if

Λ = Γη where η is a closed 1-form, i.e., dη = 0.
• If Λ is locally projectible over a contractible open set U , then Λ = ΓdS

for some smooth S : U → R, i.e., it is the graph of an exact form form
dS. S is called a local generating function of Λ. It is determined up to a
constant.

In general, Lagrangian submanifolds are not projectible, even locally. For in-
stance, every curve in T ∗R defines a Lagrangian submanifold. The unit circle
{x2 + ξ2 = 1} is only projectible away from the “turning points” ξ = 0, x = ±1 and
is a two-sheeted cover over (−1, 1). The image π(Λ) ⊂ M is called the classically
allowed region for Λ. The singular set {λ ∈ Λ : ker dπλ 6= {0}} is called the Maslov
singular cycle.

Since Lagrangian submanifolds are rarely projectible, they are often parametrized
by Lagrangian immersions

(2.19) ι : Λ→ T ∗M.

A key fact is the following

Proposition 2.4. Suppose that Λ ⊂ T ∗M is a Lagrangian submanifold and
that Λ ⊂ {H = E}. Then XH is tangent to Λ.

Proof. By assumption ω|TΛ = 0 and since TΛ has dimension n, if X is a
vector in Tλ(T ∗M) such that ωλ(X,Y ) = 0 for all Y ∈ TλΛ then X ∈ TλΛ. Hence
it suffices to show that ωλ(ΞH , Y ) = 0 or all Y ∈ TλΛ. But ωλ(ΞH , Y ) = dH(Y ) = 0
for all Y ∈ Tλ({H = E}). �
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2.4. Jacobi fields and Poincaré map

♣We say a metric g is non-degenerate if the energy functional E on Λ(M) is a
Bott-Morse function, i.e., G(M) is a smooth submanifold of Λ(M) and TcG(M) =
ker Jc where c ∈ G(M) and Jc is the Jacobi operator (index form) on TcΛ(M). In
other words, Jc = ∇2 +R(ċ, ·)ċ. We also say that g is bumpy if, for every c ∈ G(M),
the orbit S1(c) of c under the S1-action of constant reparametrization c(t + s) of
c(t) is a non-degenerate critical manifold of E. For the sake of simplicity we will
assume that (M, g) is a bumpy Riemannian manifold.♣

Let γ be a closed geodesic of length Lγ of a Riemannian manifold (M, g). Let
J⊥γ ⊗ C denote the space of complex normal Jacobi fields along γ, a symplectic
vector space of (complex) dimension 2n (where n = dimM −1) with respect to the
Wronskian

(2.20) ω(X,Y ) = g

(
X,

d

ds
Y

)
− g
(
d

ds
X, Y

)
.

The linear Poincaré map Pγ is then the linear symplectic map on J⊥γ ⊗ C defined
by

(2.21) PγY (t) = Y (t+ Lγ).

Recall that, since Pγ is symplectic, its eigenvalues ρj come in three types:
(i) pairs ρ, ρ̄ of conjugate eigenvalues of modulus 1; (ii) pairs ρ, ρ−1 of inverse
real eigenvalues; and (iii) 4-tuplets ρ, ρ̄, ρ−1ρ̄−1 of complex eigenvalues. We will
often write them in the forms: (i) e±iαj ; (ii)e±λj ; (iii) e±µj±iνj respectively (with
αj , λj , µj , νj ∈ R), although a pair of inverse real eigenvalues {−e±λ} could be
negative. Here, and throughout, we make the assumption that Pγ is non-degenerate
in the sense that det(I − Pγ) 6= 0. In constructing the normal form we assume the
stronger non-degeneracy assumption that

(2.22) Π2n
i=1ρ

mi
i 6= 1 for all ρi ∈ σ(Pγ) and (m1, . . . ,m2n) ∈ N2n.

A closed geodesic is called elliptic if all of its eigenvalues are of modulus one,
hyperbolic if they are all real, and loxodromic if they all come in quadruples as
above.

In the elliptic case, namely case (i) where the eigenvalues of Pγ are of the form

e±iαj , the associated normalized eigenvectors will be denoted {Yj , Yj}j=1,...,n:

(2.23) PγYj = eiαjYj , PγY j = e−iαjY j , ω(Yj , Y k) = δjk

Relative to a fixed parallel normal frame e(s) := (e1(s), ..., en(s)) along γ they will
be written in the form

(2.24) Yj(s) =

n∑
k=1

yjk(s)ek(s).

An elliptic γ is said to be non-degenerate elliptic if {αj}j=1,...,n together with π are
independent over Q.

In the case of surfaces, J⊥γ ⊗ C has complex dimension two and as mentioned

above is spanned by the eigenvectors {Y, Ȳ }. A normal Jacobi field along γ is
simply of the form Y (s) = y(s)ν(s), where ν(s) is the parallel unit normal vector
γ. Jacobi’s equation is then a second order scalar equation:

(2.25) y′′ + τy = 0.
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There is a two dimensional space of solutions: the vertical Jacobi field y1 with
initial conditions y(0) = 0, y′(0) = 1 and the horizontal Jacobi field y2 with initial
conditions y(0) = 1, y′(0) = 0 with respect to a fixed choice of origin γ(0) of γ. We
consider the pair (y, y′) and form the symplectic Wronskian matrix:

(2.26) as :=

(
y′2(s) y′1(s)
y2(s) y1(s)

)
.

We modify the Wronskian matrix so that its columns are given in terms of the
normalized eigenvectors (2.23) of the Poincaré map:

(2.27) A(s) :=

(
ImẎ ReẎ
ImY ReY

)
.

The somewhat strange positioning of the elements is to maintain consistency with
our reference [F] on the metaplectic representation.

Of course, geodesics of Sn are degenerate. In the general Zoll case, Pγ = Id,
i.e., the normal Jacobi fields are periodic (all αj = 0) and the Wronskian matrices
as resp. A(s) are periodic. Yet the highest weight spherical harmonics are models
of Gaussian beams. Gaussian beams on Zoll surfaces are discussed in detail in [Z].

2.4.1. Fermi normal coordinates along a geodesic. Fermi normal coordi-
nates are the normal coordinates defined by the exponential map exp: Nγ,ε → Tε(γ)
from a ball in the normal bundle of γ to a tube of radius ε around γ. Thus we
write (s, y) = expγ(s) y · νγ(s), where ν(s) is a choice of unit normal frame along γ.
We write the associated metric coefficients as

(2.28) g00 = g(∂s, ∂s), g0j = 0, gjk = g(∂yj , ∂yk) = 1.

In Fermi coordinates along a geodesic, the field ∂
∂s is a horizontal Jacobi field

pointing between nearby normal geodesics to γ and tangent to the wave fronts.
Each ∂

∂yj
is a geodesic vector field. The volume density is given by j =

√
det g. In

dimension two, j = ‖ ∂∂s‖.

2.5. Pseudo-differential operators

We briefly review the theory of pseudo-differential operators on manifolds.
There are many comprehensive texts and we only go over some very basic defini-
tions, referring to [GSj, Ho3, Zw] for extensive background on pseudo-differential
operators on manifolds. In the §4.16 we collect notation and background on the
Fourier transform on Rn.

Homogeneous pseudo-differential operators on a manifold are defined and dis-
cussed in detail in [Ho3]. We only consider symbols of type (ρ, δ) = (1, 0) and
denote the space of homogeneous pseudo-differential operators of order m and type
(1, 0) by Ψm. Symbols are discussed in the next section §2.6. They are operators
which are sums of a smoothing operator (i.e., an operator with a smooth kernel)
and an oscillatory integral operator

(2.29) Au(x) = (2π)−n
∫
M

∫
Rn
eiϕ(x,y,η)a(x, y, η)u(y)dydη,

where n = dimM , dydη is the symplectic volume measure on T ∗M , a ∈ Sm1,0(M ×
M ×Rn) and ϕ(x, y, η) is linear in ξ, vanishes on the diagonal and dϕ = ξdx− ξdy
at (x, x, ξ) for ξ ∈ T ∗xM .
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There are many possible choices of the phase ϕ and on a Riemannian manifold
(M, g). It is natural to choose one which is adapted to the Riemannian metric g.
In the case of Euclidean Rn the canonical choice is ϕ(x, y, η) = 〈x − y, η〉, and its
generalization to Riemannian manifolds is

(2.30) ϕ(x, y, η) = 〈exp−1
y x, η〉, η ∈ T ∗yM.

It is only defined for when the distance r(x, y) is less than the injectivity radius and
so the amplitude a(x, y, η) is understood to be cutoff to a sufficiently small neigh-
borhood of the diagonal so that r(x, y) < inj(M) on the support of a. Articles which
give extensive discussions of geometric definitions of pseudo-differential operators
on Riemannian manifolds include [W, Sh, Sa]. The phase (2.30) is particularly
convenient when constructing Fourier integral representations for the wave kernel
of (M, g).

In §4.7 we discuss the non-Euclidean Fourier transform on the hyperbolic plane
and use it as a basis for the definition of pseudo-differential operators in the hy-
perbolic setting. This is a special case of pseudo-differential operators on a curved
Riemannian manifold where the definition is adapted to the geometry.

The starting idea of pseudo-differential operators is that it is a quantization
a→ Op(a) from classical observables (functions on T ∗M) to operators on L2(M).
In the case of M = Rn the symbols are functions on T ∗Rn and may be identified
with functions on the Heisenberg group. The corresponding quantization is the
Schrödinger representation of the Heisenberg group, in its integrated form. This
viewpoint originates in Hermann Weyl’s classic text Theory of Groups and Quantum
Mechanics and has been developed by E.M. Stein, R. Howe and many others. See
for instance [GrLS, H].

The main advance in the definition of Kohn-Nirenberg quantization over the
definition of Weyl is the restriction of the classical observables to symbols, i.e.,
polyhomogeneous functions on T ∗M . They are generalizations of polynomials and
thus the Schwartz kernel of the pseudo-differential operator is decomposed into a
sum of products of a rapidly oscillating factor (the phase) and a slowly oscillating
factor (the symbol). Symbols are constructed so that there exist semiclassical
asymptotic expansions.

The theory is rich in applications in classical analysis as well as quantum me-
chanics. Many of the principal operators in classical analysis, e.g., Green’s func-
tions (resolvent kernels) are pseudo-differential operators. The symbol expansion
in the homogeneous setting is equivalent to a singularity expansion of the kernel,
e.g., along the lines of the Hadamard parametrix for the Green’s function (see for
instance [Ho3]).

Many of the theorems relate conditions on the symbol to conditions on the
corresponding operator. For example, the vanishing of the symbol at infinity is
related to compactness, integrability of the symbol is related to the trace class
property, square integrability is related to the Hilbert-Schmidt property, bounded-
ness of derivatives of the symbol is related to L2 boundedness of the operator. We
refer to the texts in the references for precise statements and proofs.

2.6. Symbols

There are many symbol classes and associated spaces of pseudo-differential
operators. The Hörmander style definition defines symbols through the following
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estimate: On an open set U ⊂ Rn, we say that a(x, ξ; ~) ∈ C∞(U × Rn) is in the
symbol class Sm,k(U × Rn), provided

(2.31) |∂αx ∂βξ a(x, ξ; ~)| ≤ Cαβ~−m(1 + |ξ|)k−|β|,
for all multi-indices α, β ∈ Nn. When m = 0 the symbol is called polyhomogeneous
of order k, i.e., it satisfies estimates similar to a polynomial of degree k. The space
of such symbols is denoted Ψk

phg.
By a classical polyhomogeneous symbol of degree k we mean a symbol satisfying

(2.31) which additionally possesses the asymptotic expansion

(2.32) a(x, ξ) ∼
∞∑
j=0

aj(x, ξ) with aj(x, tξ) = tjaj(x, ξ) for |ξ| ≥ 1.

That is, a polyhomogeneous symbol is asymptotic to a sum of homogeneous terms
as |ξ| → ∞ which descend in unit steps. The leading term ak is called the prin-
cipal symbol. The symbol is said to be elliptic if the top term ak is nowhere
vanishing on T ∗M − 0. Here, 0 = 0M denotes the zero section {(x, 0)} ⊂ T ∗M .
Such symbols arise when one constructs Green’s functions, i.e., inverses of (ellip-
tic) pseudo-differential operators. The polyhomogeneous expansion of the symbol
reflects the polyhomogeneous expansion of the singularity along the diagonal. See
Chapter 17 of [Ho3] for the construction of a Hadamard parametrix for the Green’s
function in terms of every more regular homogeneous singular terms. Of course,
there are many modifications of such symbol classes which play important roles in
partial differential equations.

Quite often the semiclassical parameter ~ is the key parameter in the symbol
and takes the place of order of homogeneity, or is in competition with it. We say

that a ∈ Sm,kcl (U×Rn) is a semiclassical symbol of order m of classical type provided
there exists an asymptotic expansion:

(2.33) a(x, ξ; ~) ∼ ~−m
∞∑
j=0

aj(x, ξ)~j with aj(x, ξ) ∈ S0,k−j(U × Rn).

Somewhat more generally, let M be a compact manifold. By a semiclassical symbol
a ∈ Sm,k(T ∗M × [0, h0)) we mean a smooth function possessing an asymptotic
expansion as h→ 0 of the form

(2.34) a(x, ξ, h) ∼h→0+

∞∑
j=0

ak−j(x, ξ)h
m+j with ak−j ∈ Sk1,0(T ∗M).

Here, Sk1,0 is the standard Hörmander class consisting of smooth functions a(x, ξ)

satisfying the estimates |∂αx ∂βξ a(x, ξ)| ≤ Cα,β〈ξ〉k−|β|. Semiclassical symbols and

pseudo-differential operators are discussed systematically in [Zw].

2.7. Quantization of symbols

The ~-quantization of a symbol is denoted by Op~(a). It is defined locally by
the Kohn-Nirenberg formula:

(2.35) Op~(a)(x, y) = (2π~)−n
∫ n

R
ei(x−y)ξ/~a(x, ξ, ~) dξ.
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By using a partition of unity, one constructs a corresponding class, Op~(Sm,k), of
properly-supported ~-pseudodifferential operators acting globally on C∞(M); as is
well known, it is independent of the choice of partition of unity.

When the symbols are homogeneous then we denote the algebra of pseudo-
differential operators by Ψ∗(M) and the space of pseudo-differential operators of
order m by Ψm(M). Since there are many symbol classes relevant to the prob-
lems we study, we often just write Op in front of a symbol class to denote the
corresponding class of pseudo-differential operators.

Weyl quantization is often more useful on Rn. The Weyl quantization Opwh (a)
(or simply aw) of a symbol in a ∈ Sm,k(T ∗M × [0, h0)) is defined by the Schwartz
kernel

(2.36) Opwh (a)(x, y) = (2πh)−n
∫
Rn
ei〈x−y,ξ〉/ha

(x+ y

2
, ξ;h

)
dξ

with a ∈ Sm,k. By a symbol of order zero we mean that a ∈ S0,0, and we refer to
a0(x, ξ) as the principal symbol. In the latter case, we simply write

(2.37) S0
sc(M) := S0,0 and Ψ0

sc(M) := Opwh (S0,0).

Weyl quantization is essentially the same as integration of the Schrödinger repre-
sentation of the Heisenberg group. We refer to [H, F] for more details. As this
indicates, it is more useful on Rn than on a general compact manifold and we do
not use it in this monograph, but sometimes local computations on a manifold are
simpler when using the Weyl formula.

2.8. Action of a pseudo-differential operator on a rapidly oscillating
exponential

One of the key calculations is the action of a pseudo-differential operator
P (x,D) on a rapidly oscillating WKB Lagrangian state aeiτϕ. A semiclassical
Lagrangian distribution is defined as an oscillatory integral

(2.38) u(x, ~) = ~−n/2
∫
Rn
e
i
~ϕ(x,θ)a(x, θ, ~) dθ,

where a(x, θ, ~) is a semiclassical symbol. For instance it could be of classical type,

(2.39) a(x, θ, ~) ∼
∞∑
k=0

~µ+kak(x, θ).

We refer to [T1, Ho3] for background.

Proposition 2.5. Let ϕ be real-valued and suppose that dϕ 6= 0 (anywhere).
Then

P (x,D)(a(x, ξ)eiτϕ(x,ξ)) = aP (x, ξ)eiτϕ(x,ξ)

with

(2.40) aP (x, ξ) ∼
∑
α

1

α!
Dαp(x, τdϕ)Nα(ϕ, τ,Dx)a(x, ξ),

where

(2.41) Nα(ϕ, τ,Dx)u(x) = Dα
y e

iτϕ(2)(y,ξ)u(y)|y=x,
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ϕ(2) being the second order remainder of the Taylor expansion of ϕ(y, ξ) around
y = x:

(2.42) ϕ(x)− ϕ(y) = ∇ϕx · (x− y) + ϕ(2)(x, y).

2.8.1. Symbol composition. An application of Proposition 2.5 is the asymp-
totic formula for the composition of two symbols. Given a ∈ Sm1,k1 and b ∈ Sm2,k2 ,
the composition is given by

(2.43) Op~(a) ◦Op~(b) = Op~(c) +O(~∞)

in L2(M) where locally,

(2.44) c(x, ξ; ~) ∼ ~−(m1+m2)
∞∑
|α|=0

(−i~)
|α|

α!
(∂αξ a) · (∂αx b).

The formula shows that pseudo-differential operators of the types mentioned above
form algebras.
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CHAPTER 3

Main results

To clarify the organization of this monograph we give a rapid survey of the
relatively new results that form the main content of this monograph. There are
many older results, such as norm estimates based on local Weyl laws, or global
quantum ergodicity theorems, that we do not discuss in this section, although they
are (briefly) reviewed in later sections.

All of the results concern the oscillation and concentration of an orthonormal
basis of eigenfunctions. Oscillation is measured by matrix elements or by restricted
matrix elements. Concentration is measured by restricted matrix elements or by
Lp norms of restrictions to hypersurfaces or thin tubes around hypersurfaces.

An important heuristic (and technical) principle is that results which only make
use of the short time behavior of the geodesic flow or wave group are universal. This
is because the singularity at t = 0 is universal. To break universality one needs
to exploit the long time behavior. For instance, curvature assumptions (such as
nonpositive curvature) or dynamical assumptions (such as ergodicity or complete
integrability) require the use of the wave kernel for long times. The main obstacle
to using the long time behavior of the wave kernel and its relation to the geodesic
flow is that many estimates blow up exponentially in the time parameter t, i.e., like
eC|t|, and one can only work up to the Eherenfest time.

Recall that the (−∆)-eigenvalues are denoted by λ2 and frequencies by
λ and that all eigenfunctions are understood to satisfy the normalization
condition ‖ϕ‖L2 = 1.

3.1. Universal Lp bounds

In the ♣Chapter♣ on Lp norms, we review the universal bounds of Sogge [S1]
on Lp norms of L2-normalized eigenfunctions on compact Riemannian manifolds.
These bounds are achieved by extremal eigenfunctions on standard spheres but
are rarely achieved on general Riemannian manifolds. One of the themes of this
monograph is the exploration of converses to extremal Lp norm growth.

In the case of a compact surface (i.e., a Riemannian manifold of dimension
n = 2), Sogge’s universal Lp bounds assert that for λ ≥ 1,

‖ϕλ‖Lp(M) ≤ Cλ
1
2 ( 1

2− 1
p )‖eλ‖L2(M), 2 ≤ p ≤ 6,(3.1)

‖ϕλ‖Lp(M) ≤ Cλ( 1
2− 1

p )− 1
2 ‖ϕλ‖L2(M), 6 ≤ p ≤ ∞.(3.2)

In particular, for a general compact Riemannian manifold of any dimension,

(3.3) ‖ϕλ‖L∞(M) ≤ Cλ
n−1

2 ,

and in dimension 2,

(3.4) ‖ϕλ‖L4(M) ≤ Cλ
1
8 ‖ϕλ‖L2(M).

39
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These estimates are sharp for the round sphere S2. As discussed in ♣§4.4♣, the
estimate (3.1) is achieved by the so-called highest weight spherical harmonics (also
known as Gaussian beams). Estimate (3.2) is achieved by zonal spherical harmonics
(and more generally zonal functions for surfaces of revolution), which concentrate
at the poles.

3.2. Self-focal points and extremal Lp bounds for high p

On which manifolds are the above universal sup norm bounds achieved by some
sequence of eigenfunctions? To date, the only known examples in dimension two
are surfaces of revolution, where the sup norm bounds are achieved by rotationally
invariant eigenfunctions at the poles. In higher dimensions the only known examples
are compact rank one symmetric spaces (e.g., complex projective space CPn), or
on higher dimensional surfaces of revolution, where the metric is invariant under
the action of SO(n− 1). The poles have the property that all geodesics emanating
from the poles return to the poles at time t = 2π and close up smoothly.

In fact, any example that saturates the sup norm bounds has strong similarities
to such surfaces of revolution. To state the theorem precisely, we introduce some
notation. For a given x ∈ M , let Lx ⊂ S∗xM denote those unit directions ξ for
which Gt(x, ξ) ∈ S∗xM for some time t 6= 0, and let |Lx| denote its surface measure
dµx in S∗xM induced by the Euclidean metric gx. Thus, Lx denotes the initial
directions of geodesic loops through x.

In [SZ2], it is proved that for a compact Riemannian manifold (M, g), if |Lx| =
0 for all x ∈M then

(3.5) ‖ϕλ‖L∞(M) = o(λ
n−1

2 ),

A recent stronger result is obtained by the author and Sogge when the manifold
is assumed to be real analytic. In this case, there are just two extreme possibilities
regarding the nature of the loop directions Lx ⊂ S∗xM : either |Lx| = 0 or Lx =
S∗xM . In the second case there is also a minimal time ` > 0 so that G`(x, ξ) ∈ S∗xM ,
meaning that all geodesics starting at x loop back at exactly this minimal time `.
We call such a point x a self-focal point. There may exist more than one self-focal
point and the minimal common return time ` of the loops may depend on x, but
for simplicity of notation we do not embellish ` with a subscript. If we then write

(3.6) G`(x, ξ) = (x, ηx(ξ)), ξ ∈ S∗xM,

then the first return map,

(3.7) ηx : S∗xM → S∗xM

above our self-focal point is real analytic. Following Safarov [Sa, SaV], we can as-
sociate to this first return map the Perron-Frobenius operator Ux : L2(S∗xM,dµx)→
L2(S∗xM,dµx) by setting

(3.8) Uxf(ξ) = f(ηx(ξ))
√
Jx(ξ) for all f ∈ L2(S∗xM,dµx),

where Jx(ξ) denotes the Jacobian of the first return map, that is, η∗xdµx = Jx(ξ)dµx.
Clearly Ux is a unitary operator and

(3.9) η∗x(fdµx) = Ux(f)dµx.

The key assumption underlying the result is contained in the following:
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Definition 3.1. A self-focal point x ∈ M is said to be dissipative if Ux has
no invariant function f ∈ L2(S∗xM). Equivalently, G` has no invariant L1 measure
with respect to dµx.

If the above is satisfied, then the following is proved in [SZ4, SZ5]:

Theorem 3.2. Let (M, g) be a real analytic compact manifold without bound-
ary. In dimensions n ≥ 2, the L∞ norm estimate (3.5) holds only if every self-focal
point is dissipative. In dimension n = 2, the estimate (3.5) can only hold if there
exists a pole p so that all geodesics through p are closed.

3.3. Low Lp norms and concentration of eigenfunctions around
geodesics

For the smaller Lp norms (p ≤ 6 in dimension 2), the analogue of Theorem 3.2
would be that if the maximal Lp norm is achieved, then there should exist Gaussian
beams concentrating on elliptic closed geodesics. An elliptic closed geodesic is one
for which the eigenvalues of the linear Poincaré map are of modulus one. A Gaussian
beam is similar to a highest weight spherical harmonic. This conjectural picture is
however open at the present time.

To test this conjecture it is useful to study integrals of squares of eigenfunctions
over unit length geodesic segments γ or over thin tubes around such geodesics.
Following Cordoba, Bourgain and Sogge we consider two types of maximal functions
which measure concentration of eigenfunctions along geodesics: (i) the geodesic
maximal function Gp, which measures Lp norms on the geodesic and (ii) the Kakeya-
Nikodym maximal function Mp, which measures Lp norms in λ−1-tubes around
geodesics.

Definition 3.3. Let Π denote the set of geodesic segments of length one. The
Lp geodesic maximal function is defined by

(3.10) Gpϕj(x) = sup
γ∈Π : x∈γ

(∫
γ

|ϕj |p ds
) 1
p

,

with ds denoting the arc length measure along γ. When p = 2, we simply write
G = G2.

Universal bounds on Gpϕj was proved by Burq, Gérard and Tzvetkov [BuGT]:

Theorem 3.4. For any compact surface without boundary, one has

(3.11) Gpϕλ ≤
{
Cλ

1
2− 1

p ‖ϕλ‖L2(M) 4 ≤ p ≤ ∞,
Cλ

1
4 ‖ϕλ‖L2(M) 2 ≤ p ≤ 4,

with C independent of λ and γ ∈ Π.

For 2 ≤ p ≤ 4, these bounds are achieved by the highest weight spherical
harmonics on S2. If one makes additional assumptions on the curvature of the
surface, however, C. Sogge and the author proved that when p = 2 the bound for
Gϕλ is not achieved [SZ1]:

Theorem 3.5. For any compact surface of nonpositive curvature, given ε > 0
there is a λ(ε) <∞ so that

(3.12) G2ϕλ ≤ ελ
1
4 ‖ϕλ‖L2(M) for all λ > λ(ε).
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In [CS] X. Chen and C. Sogge showed that the other bound of Theorem 3.4
also fails to be sharp when the curvature is non-positive:

Theorem 3.6. For any compact surface of nonpositive curvature, one has

(3.13) lim sup
λj→∞

λ
− 1

4
j G4ϕλj = 0

One of the principal applications of the geodesic maximal function is to control
L4 norms. Bourgain [Bo] proves the following:

Theorem 3.7. For any compact surface without boundary, if p ≥ 2 and γ ∈ Π,
then

(3.14)

(∫
γ

|ϕλ|2 ds
) 1

2

≤ Cγλ
1
2p ‖ϕλ‖Lp(M).

Conversely, for any ε > 0,

(3.15) ‖ϕλj‖L4(M) ≤ Cελ
1
16 +ε
j

(
Gϕλj

) 1
2 .

Similar to the sup norm estimates, these bounds are achieved on the standard
sphere (by highest weight spherical harmonics), but can be improved under curva-
ture assumptions on the surface. In [S2], using in part results from Bourgain [Bo],
it was shown that for a compact surface without boundary and 2 < p < 6,

(3.16) ‖ϕλj‖Lp(M) = o(λ
1
2 ( 1

2− 1
p )

j ) if and only if Gϕλj = o(λ
1
4
j ).

Thus, we have the following corollary to Theorem 3.5.

Theorem 3.8. Let M a compact surface with nonpositive curvature. For ε > 0
and 2 < p < 6 fixed there exists λ(ε, p) <∞ so that

(3.17) ‖ϕλ‖Lp(M) ≤ ελ
1
2 ( 1

2− 1
p )‖ϕλ‖L2(M) for all λ > λ(ε, p).

3.4. Kakeya-Nikodym maximal function and extremal Lp bounds for
small p

Closely related to the geodesic maximal function is the Lp Kakeya-Nikodym
maximal function. It is the maximal function over λ−

1
2 -tubes around geodesic arcs.

Recall that the frequency of an eigenfunction ϕλ is λ−1 = h, so the radius of the
tube is the square root of the frequency. A highest weight spherical harmonic is
essentially supported in a tube of this radius.

Definition 3.9. Let Π denote the set of geodesic segments of length one. For
γ ∈ Π, define the tubular neighborhood

(3.18) T
λ−

1
2

(γ) = {y ∈M : d(y, γ) ≤ λ− 1
2 }

of radius λ−
1
2 about γ. The Lp Kakeya-Nikodym maximal function is defined by

(3.19) Mpϕλ = sup
γ∈Π : x∈γ

1

Vol(T
λ−

1
2

(γ))

(∫
T
λ
− 1

2
(γ)

|ϕλ|p dV
) 1
p

.

When p = 2, we simply write M =M2.
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One of the advantages of the Kakeya-Nikodym tubular average is that auto-
matically Mϕj ≤ 1. Bourgain and Sogge have proved bounds on L4 norms of
eigenfunctions in terms of the L∞ norm of Mϕj . In [S2] C. Sogge proved the
following.

Theorem 3.10. Given a compact surface without boundary, for all ε > 0 there
exists a constant Cε > 0 such that

(3.20) ‖ϕλ‖4L4 ≤ ελ 1
2 ‖ϕλ‖4L2 + Cελ

1
2 |ϕλ|2L2 (Mϕλ)

2
+ C‖ϕλ‖4L2(M),

where the constant C is independent of λ and ε.

(Recall again that the universal bound (3.4) says ‖ϕλ‖L4(M) ≤ λ
1
8 .) In [BS1,

BS2] M. Blair and C. Sogge proved a kind of higher dimensional generalization:

Theorem 3.11. Let M be an n-dimensional compact Riemannian manifold

without boundary. If 2(n+2)
n < p < 2(n+1)

n−1 , then

(3.21)

‖ϕλ‖pLp ≤ ελp(
n−1

2 )( 1
2− 1

p )‖ϕλ‖pL2 + Cε‖ϕλ‖pL2 + Cελ
p(n−1

2 )( 1
2− 1

p )‖ϕλ‖2L2 (Mϕλ)
n−2

2 .

In general, the sequences of eigenfunctions saturating the Lp bounds are sparse
(usually forming an arithmetic progression in the sequence of frequencies, i.e. square
roots of eigenvalues). We say that a sequence is sparse if the complementary se-
quence λjk has density 1 in the sense that

(3.22) lim
λ→∞

#{λjk ≤ λ}
N(λ)

= 1.

(Recall that N(λ) = #{λj ≤ λ}). The following Theorem uses the Kakeya-
Nikodym maximal function to relate this sparsity to the measure of the set of
periodic geodesics. More precisely, let Gt : S∗M → S∗M be the geodesic flow on
the cosphere bundle, assume that the set of periodic points has measure zero, i.e..

(3.23) {(x, ξ) ∈ S∗M : Gt(x, ξ) = (x, ξ) for some t > 0}
has measure zero in S∗M with respect to the volume element. The following is
proved in [SZ1].

Theorem 3.12. Let (M, g) be a compact surface. Assume that the set of pe-
riodic points of the geodesic flow has measure zero in S∗M with respect to the
volume element. Then if ϕj is any orthonormal basis of eigenfunctions, there is a
subsequence λjk of density 1 so that

(3.24) ‖ϕλjk ‖L4(M) = o(λ
1
8
jk

).

3.5. Concentration of joint eigenfunctions of quantum integrable ∆
around closed geodesics

We recall that a Laplacian or Schrödinger operator is quantum completely
integrable (QCI) if it commutes with a full set of independent observables (that
is, n − 1 other observables in dimension n). Independent means that the symbols
are functionally independent on an open dense set of T ∗M . Joint eigenfunctions
are simultaneous eigenfunctions of the commuting observables. In the quantum
integrable case, we may explicitly calculate the L2 norms of restrictions of joint
eigenfunctions to geodesics or to tubes around closed geodesics. The norm depends
on whether the closed geodesic is elliptic or hyperbolic.
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One of the principal reasons for studying quantum integrable systems is that
they provide (micro-)local models for all problems involving eigenfunctions. To
make this statement precise is the purpose of quantum Birkhoff normal forms.
Moreover we expect eigenfunctions of quantum integrable systems to provide ex-
tremals for concentration and Lp norm problems. This expectation has led to some
rigorous theorems but remains a useful heuristic principle.

The first type of result concerns mass concentration on small length scales of
eigenfunctions of quantum completely integrable eigenfunctions. These are joint
eigenfunctions of ∆ and of m commuting pseudo-differential operators of order
1. It will be discussed in the ♣chapter on quantum integrable systems♣. Mass
concentration on small scales refers to the local L2 norm of the eigenfunctions
around invariant sets Λ for the geodesic flow or more precisely, level sets of the
moment map. We are often interested in (closed) geodesics but in the integrable
case is it also natural to work with the projection π(Λ) to M of an invariant phase
space torus under π : T ∗M →M .

We use the following geometric terminology:

• A point (x, ξ) is called a singular point of the moment map P if dp1 ∧ · ·
· ∧ dpn(x, ξ) = 0.

• A level set P−1(c) of the moment map is called a singular level if it contains
a singular point (x, ξ) ∈ P−1(c).

• An orbit Rn · (x, ξ) of Gt is singular if it is non-Lagrangian, i.e., has
dimension strictly less than n;

We denote by Tε(π(Λ)) an ε-neighborhood of π(Λ). For 0 < δ < 1
2 , we introduce

a cutoff χδ1(x; ~) ∈ C∞0 (M) with 0 ≤ χδ1 ≤ 1, satisfying

• (i) supp χδ1 ⊂ T~δ(π(Λ))
• (ii) χδ1 = 1 on T3/4~δ(π(Λ)).

• (iii) |∂αxχδ1(x; ~)| ≤ Cα~−δ|α|.
The following result says that the mass of the joint eigenfunctions ϕµ which mi-
crolocally concentrate on Λ must blow up at a logarithmic rate on the projection
of Λ. The following is proved in [TZ2].

Theorem 3.13. Let {ϕµ} be joint QCI eigenfunctions of the Laplacian ∆ of
(M, g), where ∆ is quantum completely integrable and dimM = m. Then for any
0 ≤ δ < 1

2 , we have 〈Op~(χδ1)ϕµ, ϕµ〉 � | log ~|−m.

Here, A� B means that there exists a constant c independent of the eigenvalue
so that A ≥ cB. The main idea of the proof is to conjugate to the model by a
semiclassical ~-Fourier Integral Operator. This reduces the calculation of matrix
elements to those (Op~(χδ2 ◦ κ)uµ, uµ) in the model. Model eigenfunctions are
explicit ones and the calculation gives the result above. A special case is where
Λ = γ is a hyperbolic closed geodesic. We denote by π(γ) be the image of γ in M
under the natural projection map.

Theorem 3.14. Let γ be a hyperbolic closed orbit in (M, g) with quantum inte-
grable ∆g, and let {ϕµ} be a sequence of joint eigenfunctions whose joint eigenvalues
concentrate on the image of γ under the moment map. Then for any 0 ≤ δ < 1

2 ,
we have

(3.25) lim
~→0
〈Op~(χδ1)ϕµ, ϕµ〉 ≥ (1− 2δ).
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These mass concentration results suggest that quantum completely integrable
joint eigenfunctions are extremals for various Lp problems. We now give some ap-
plications of the results which may be easier to absorb than the original statements.

One extremal problem is to determine the Riemannian manifolds which possess
orthonormal bases of eigenfunctions with uniformly bounded L∞ norms. The fol-
lowing result shows that flat tori are the unique minimizers in the class of quantum
completely integrable systems (cf. [TZ1]). Define

(3.26)
L∞(λ, g) = sup

ϕ∈Vλ
‖ϕ‖L2=1

‖ϕ‖L∞ and `∞(λ, g) = inf
{ϕj}⊂Vλ

( sup
j=1,...,dimVλ

‖ϕj‖L∞).

Note that `∞ measures the growth of the smallest possible L∞-norms for any or-
thonormal basis, while L∞ measures the largest growth of any sequence of eigen-
functions. For instance, on a rational flat torus, there exist sequences which tend
to infinity at the rate of the square root of the multiplicity of the eigenspace, so
L∞ grows at that rate, but the standard ONB is uniformly bounded by 1 and so
`∞ = 1.

Theorem 3.15. Suppose that ∆ is a quantum completely integrable Laplacian
on a compact Riemannian manifold (M, g). Let Vλ be the eigenspace of eigenvalue
−λ2. Then

(a) If L∞(λ, g) = O(1) then (M, g) is flat.
(b) If `∞(λ, g) = O(1), then (M, g) is flat.

There exists a quantitative improvement giving blow-up rates for Lp norms for
quantum integrable eigenfunctions concentrating on singular level sets, i.e., level
sets which are not regular tori. These eigenfunctions are the extremals for Lp

blow-up and mass concentration. The following is proved in [TZ2].

Theorem 3.16. Suppose that (M, g) is a compact Riemannian manifold of
dimension n whose Laplacian ∆ is quantum completely integrable. Then, unless
(M, g) is a flat torus, the underlying Hamiltonian Rn action must have a singular
orbit of dimension strictly less than n. If the minimal dimension of the singular
orbits is `, then for every ε > 0, there exists a sequence of eigenfunctions satisfying:

(3.27)

‖ϕj‖L∞ ≥ Cελ
n−`

4 −ε
j

‖ϕj‖Lp ≥ Cελ
(n−`)(p−2)

4p −ε
j for 2 < p <∞.

The idea is to measure local L2 mass on shrinking tubes around special subsets
of M . They are the projections of special singular level sets of the moment map
of the underlying integrable system from S∗M → M . Except in the case of a flat
torus, singular levels such as closed geodesics always occur.

The general theme of these results is that ‘flat eigenfunctions’ only occur on
flat manifolds. But it is only proved for the very special case of quantum integrable
Laplacians. The problem is open in the general setting of compact Riemannian
manifolds. Later we will consider weak* limits of matrix elements

∫
fϕ2

j dVg. When
the ϕj are uniformly bounded, the limit measures (microlocal defect measures,
quantum limits) are invariant measures for the geodesic flow whose projections to
M have the form ρdVg where ρ is uniformly bounded. This is of course the case for
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Liouville measure and possibly for other invariant measures. So this characteriza-
tion does not aid much in characterizing manifolds with flat eigenfunctions.

3.6. Quantum ergodic restriction theorems for Cauchy data

We now consider concentration on hypersurfaces H ⊂ M for eigenfunctions
when the geodesic flow is ergodic. The main result is that for generic hypersurfaces,
the restriction of ergodic eigenfunctions on M are ergodic along H. In particular,
the L2 norms of their restrictions to H are bounded below by a positive constant.
In general, this is not true for restrictions but is true for Cauchy data of eigenfunc-
tions. The quantum ergodic restriction theorem has numerous applications to the
geometry of nodal sets, as will be discussed below.

We are interested in the QER (quantum ergodic restriction) theorem both on
manifolds with boundary and manifolds without boundary. The simplest cases
occur when H = ∂M (on a manifold with boundary) or when H ∩ ∂M = ∅ (on a
manifold with or without boundary).

Following [CTZ], we use semiclassical notation for eigenfunctions and eigen-
values: we denote the eigenfunctions in the orthonormal basis by ϕh and the eigen-
values by h−2, and consider the eigenvalue problem taking the semiclassical form

(3.28)

{
(−h2∆g − 1)ϕh = 0,

Bϕh = 0 on ∂M,

where B = I or B = hDν in the Dirichlet or Neumann cases, respectively.
Let H ⊂ M be a smooth hypersurface which either equals ∂M or does not

meet ∂M if ∂M (including the case ∂M = ∅). The quantum ergodic restriction
problem for (semiclassical) Cauchy data

(3.29) CD(ϕh) := {(ϕh|H , hDνϕh|H)}
is to prove that the Cauchy data is quantum ergodic along any hypersurface H ⊂M
if the eigenfunctions are quantum ergodic on the global manifold M . The Cauchy
data is the quantum analogue of the ‘cross-section’ S∗HM to the geodesic flow in
S∗M . In the case H = ∂M on a manifold with boundary, the Dirichlet (resp.
Neumann) boundary condition of course kills one of the two components of the
Cauchy data.

In the case where ∂M = ∅, we assume that H is separating in the sense that

(3.30) M\H = M+ ∪M−
where M± are domains with boundary in M . This is not a restrictive assumption
since we can arrange that any hypersurface is part of the boundary of a domain.

We recall that a sequence of functions uhj on a manifold M indexed by a
sequence of Planck constants is said to be quantum ergodic with limit measure dµ
if

(3.31) 〈aw(x, hjDx)uj , uj〉 → ω(a0) :=

∫
T∗M

a0 dµ,

for all zeroth order semiclassical pseudo-differential operators, where a0 is the prin-
cipal symbol of aw(x, hjDx). We also recall that the functional a→ 〈aw(x, hjDx)uj , uj〉
is referred to as a microlocal lift (or a Wigner distribution), and the limit measure
or state ω(a) is called a quantum limit or a semiclassical defect measure. An or-
thonormal basis of eigenfunctions {ϕh} of −h2∆g is called QUE (quantum unique
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ergodic) on M if 〈aw(x, hDx)ϕh, ϕh〉 → ω(a0) for all pseudo-differential operators
aw ∈ Ψ0(M), i.e., if it is not necessary to eliminate a sparse subsequence of eigen-
functions of density zero.

Given a quantization a→ Oph(a) of semiclassical symbols a ∈ S0
sc(h) of order

zero (see §2.7) to semiclassical pseudo-differential operators on L2(H), we define
the microlocal lifts of the Neumann data as the restricted versions of the definition
on the global M . Namely, they are linear functionals on a ∈ S0

sc(B
∗H) given by

(3.32) µNh (a) :=

∫
B∗H

a dΦNh := 〈OpH(a)hDνϕh|H , hDνϕh|H〉L2(H) ,

where B∗H is the unit co-ball bundle of H. It is the orthogonal projection to T ∗H
of S∗HM , the unit convectors with footpoint on H. We also define the re-normalized
microlocal lifts of the Dirichlet data by

(3.33) µRDh (a) :=

∫
B∗H

a dΦRDh :=
〈
OpH(a)(1 + h2∆H)ϕh|H , ϕh|H

〉
L2(H)

.

Finally, we define the microlocal lift dΦCDh of the Cauchy data to be the sum

(3.34) dΦCDh := dΦNh + dΦRDh .

Here, h2∆H denotes the negative tangential Laplacian for the induced metric on
H, so that the operator (1 + h2∆H) is characteristic precisely on the glancing set
S∗H of H. Intuitively, we have re-normalized the Dirichlet data by damping out
the whispering gallery components.

The distributions µNh and µRDh are asymptotically positive, but are not nor-
malized to have mass one and may tend to infinity. They depend on the choice
of quantization, but their possible weak* limits as h → 0 do not, and subsequent
theorems are valid for any choice of quantization. We refer to §2.7 or to [Zw] for
background on semiclassical microlocal analysis.

The next result from [CTZ] states that the Cauchy data of a sequence of quan-
tum ergodic eigenfunctions restricted to H is automatically QER for semiclassical
pseudo-differential operators with symbols vanishing on the glancing set S∗H. The
assumptionH∩∂M = ∅ is for simplicity of exposition and because the caseH = ∂M
was proved earlier and by a different method in [GeL, HZ, Bu] at different levels
of generality.

Theorem 3.17. Suppose H ⊂ M is a smooth, codimension 1 embedded ori-
entable separating hypersurface and assume H ∩ ∂M = ∅. Assume that {ϕh} is a
quantum ergodic sequence of eigenfunctions (3.28). Then the sequence {dΦCDh } of
microlocal lifts (3.34) of the Cauchy data of ϕh is quantum ergodic on H in the
sense that for any a ∈ S0

sc(H),
(3.35)

dΦCDh (a) := dΦNh (a) + dΦRDh (a)
h→0−−−→ 4

µ(S∗M)

∫
B∗H

a0(x′, ξ′)(1− |ξ′|2)
1
2 dσ,

where a0(x′, ξ′) is the principal symbol of OpH(a), h2∆H is the induced tangential
(semiclassical) Laplacian with principal symbol |ξ′|2, µ is the Liouville measure on
S∗M , and dσ is the standard symplectic volume form on B∗H.

The limit along H in Theorem 3.17 holds for the full sequence {ϕh}. Thus,
if the full sequence of eigenfunctions is known to be quantum ergodic, i.e., if the
sequence is QUE, then the conclusion of the theorem applies to the full sequence
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of eigenfunctions. The proof simply relates the interior and restricted microlocal
lifts and reduces the QER property along H to the QE property of the ambient
manifold. If we assume that QUE holds in the ambient manifold, we automatically
get QUER, which is our first Corollary:

Corollary 3.18. Suppose that {ϕh} is QUE on M . Then the distributions
{dΦCDh } have a unique weak* limit

(3.36) ω(a) :=
4

µ(S∗M)

∫
B∗H

a0(x′, ξ′)(1− |ξ′|2)
1
2 dσ

In particular, QUE implies QUER when H = ∂M in the Dirichlet or Neumann
case.

We note that dΦCDh involves the microlocal lift dΦRDh rather than the microlocal
lift of the Dirichlet data. The next result is a QER theorem for the re-normalized
distributions dΦDh +dΦRNh where the microlocal lift dΦDh ∈ D′(B∗H) of the Dirichlet
data of ϕh is defined by

(3.37)

∫
B∗H

a dΦDh := 〈OpH(a)ϕh|H , ϕh|H〉L2(H) ,

and

(3.38)

∫
B∗H

a dΦRNh :=
〈
(1 + h2∆H + i0)−1 OpH(a)hDνϕh|H , hDνϕh|H

〉
L2(H)

.

Theorem 3.19. Suppose H ⊂ M is a smooth, codimension 1 embedded ori-
entable separating hypersurface and assume H ∩ ∂M = ∅. Assume that {ϕh} is
a quantum ergodic sequence. Then, there exists a sub-sequence of density one as
h→ 0+ such that for all a ∈ S0

sc(H),

(3.39)

〈(1+h2∆H+i0)−1 OpH(a)hDνϕh|H , hDνϕh|H〉L2(H)+〈OpH(a)ϕh|H , ϕh|H〉L2(H)

→h→0+

4

µ(S∗M)

∫
B∗H

a0(x′, ξ′)(1− |ξ′|2)−1/2dσ,

where a0(x′, ξ′) is the principal symbol of OpH(a).

Corollary 3.20. With the same assumptions and notation as in Theorem
3.17, we also have

(3.40) dΦDj + dΦNj → ωD,

where

(3.41) ωD(aw) =
4

µ(S∗M)

∫
B∗H

a0(x′, ξ′)(1− |ξ′|2)−1/2dσ.

3.7. Quantum ergodic restriction theorems for Dirichlet data

Above we stated a ‘universal’ QER theorem for Cauchy data. It is more difficult
to determine whether the Dirichlet or Neumann data alone is quantum ergodic on
a hypersurface. In fact, there is a rather obvious obstruction illustrated by odd
eigenfunctions on a Riemannian manifold with an involutive isometry σ : M →M .
The odd eigenfunctions must vanish on the fixed point set of σ and are obviously
not quantum ergodic, but their normal derivatives are. In some sense we wish to
prove that this is the only obstruction. The result we describe here does not go
that far but the condition is in the same direction.



3.7. QUANTUM ERGODIC RESTRICTION THEOREMS FOR DIRICHLET DATA 49

The QER problem is to determine conditions on a hypersurface H so that the
restrictions {γHϕj} to H of an orthonormal basis of eigenfunctions {ϕj} of (M, g)
with ergodic geodesic flow, are quantum ergodic along H. Here, γHf = f |H denotes
the restriction operator to H. We say that {γHϕj} is quantum ergodic along H if
there exists a measure dµH on T ∗H and a density one subsequence of eigenfunctions
so that, for any zeroth-order pseudo-differential operator OpH(a) defined on H,

(3.42) 〈OpH(a)γHϕj , γHϕj〉L2(H) →
∫
T∗H

a dµH .

Here, the norm on L2(H) is ‖f‖2L2(H) =
∫
H
|f |2 dS where dS is the Riemannian

surface measure.
There is a dynamical condition on the position of H relative to the geodesic

flow which is sufficient for QER. To introduce it we need some more notation. We
denote by

(3.43) T ∗HM = {(q, ξ) ∈ T ∗qM : q ∈ H}

the covectors to M with footpoint on H, and by T ∗H = {(q, η) ∈ T ∗qH : q ∈ H} the
cotangent bundle of H. We further denote by πH : T ∗HM → T ∗H the restriction
map

(3.44) πH(x, ξ) = ξ|TH .

It is a linear map whose kernel is the conormal bundle N∗H to H, i.e., the annihi-
lator of the tangent bundle TH. In the presence of the metric g, we may identify
co-vectors in T ∗M with vectors in TM and induce a co-metric g on T ∗M . The
orthogonal decomposition THM = TH⊕NH induces an orthogonal decomposition
T ∗HM = T ∗H ⊕N∗H, and the restriction map (3.44) is equivalent modulo metric
identifications to the tangential orthogonal projection (or restriction)

(3.45) πH : T ∗HM → T ∗H.

For any orientable (embedded) hypersurface H ⊂ M , there exists two unit
normal co-vector fields ν± to H which span half ray bundles N± = R+ν± ⊂ N∗H.
Infinitesimally, they define two ‘sides’ of H – indeed they are the two components
of T ∗HM\T ∗H. We often use Fermi normal coordinates (s, yn) along H with s ∈ H
and with x = expx ynν. We let σ, ηn denote the dual symplectic coordinates.

We also denote by S∗HM (resp. S∗H) the unit covectors in T ∗HM (resp. T ∗H).
In general, for any subset V ⊂ T ∗M we denote by SV = V ∩ S∗M the subset of
unit covectors in V . We may restrict (3.45) to get πH : S∗HM → B∗H, where B∗H
is the unit co-ball bundle of H. Conversely, if (s, σ) ∈ B∗H, then there exist two
unit covectors ξ±(s, σ) ∈ S∗sM such that |ξ±(s, σ)| = 1 and ξ|TsH = σ. In the above
orthogonal decomposition, they are given by

(3.46) ξ±(s, σ) = σ ±
√

1− |σ|2ν+(s).

We define the reflection involution through T ∗H by

(3.47) rH : T ∗HM → T ∗HM, rH(s, µ ξ±(s, σ)) = (s, µ ξ∓(s, σ)), µ ∈ R+.

Its fixed point set is T ∗H.
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Definition 3.21. We say that H has a positive measure of microlocal reflection
symmetry if

µL,H

( ∞⋃
j 6=0

{(s, ξ) ∈ S∗HM : rHG
T (j)(s,ξ)(s, ξ) = GT

(j)(s,ξ)rH(s, ξ)}
)
> 0.

Otherwise we say that H is asymmetric with respect to the geodesic flow.

For homogeneous pseudo-differential operators, the QER theorem is as follows:

Theorem 3.22. Let (M, g) be a compact manifold with ergodic geodesic flow,
and let H ⊂M be a hypersurface. Let ϕλj denote the L2-normalized eigenfunctions
of ∆g. If H has a zero measure of microlocal symmetry, then there exists a density-
one subset S of N such that for λ0 > 0 and a(s, σ) ∈ S0

cl(T
∗H)

(3.48) lim
λj→∞;j∈S

〈OpH(a)γHϕλj , γHϕλj 〉L2(H) = ω(a),

where

(3.49) ω(a) =
2

Vol(S∗M)

∫
B∗H

a0(s, σ) γ−1
B∗H(s, σ) dsdσ.

Alternatively, one can write ω(a) = 1
vol(S∗M)

∫
S∗HM

a0(s, πH(ξ))dµL,H(ξ). Note

that a0(s, σ) is bounded but is not defined for σ = 0, hence a0(s, πH(ξ)) is not de-
fined for ξ ∈ N∗H if a0(s, σ) is homogeneous of order zero on T ∗H. The integral can

also be simplified to ω(a) = CM,n

∫
S∗H

a0 dµL where, CM,n = 2
VolS∗M

(∫ 1

0
(1− r2)−1/2rn−2 dr

)
and dµL is Liouville measure on S∗H. The analogous result for semiclassical pseudo-
differential operators is:

Theorem 3.23. Let (M, g) be a compact manifold with ergodic geodesic flow,
and let H ⊂M be a hypersurface. If H has a zero measure of microlocal symmetry,
then there exists a density-one subset S of N such that for a ∈ S0,0(T ∗H × [0, h0)),

lim
hj→0+;j∈S

〈Ophj (a)γHϕhj , γHϕhj 〉L2(H) = ω(a),

where

ω(a) =
2

Vol(S∗M)

∫
B∗H

a0(s, σ)γ−1
B∗H(s, σ) dsdσ.

In the special case where a(s, σ) = V (s) is a multiplication operator, an appli-
cation of Theorem 3.22 gives:

Corollary 3.24. Under the same hypotheses as in Theorem 3.22, with dS the
surface measure on H,

lim
λj→∞;j∈S

∫
H

V (s)
(
γHϕλj

)2
dS = C ′M,n

∫
H

V (s) dS,

where C ′M,n = Vol(Sn−1)
Vol(S∗M) .

This gives an asymptotic formula for the L2-norms of restricted eigenfunctions
in the density one subsequence, as opposed to the O(λ

1
2 ) upper bounds in [BuGT].

However, it does not disqualify existence of a zero density subsequence of eigen-
functions whose L2 norms blow up along H.
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3.8. Counting nodal domains and nodal intersections with curves

One of the applications of QER theorems is to counting nodal domains on
certain surfaces. In dimension one, the number of nodal points of the nth eigen-
function of a Sturm-Liouville operator on an interval equals n−1, and this suggests
that the number of nodal domains should tend to infinity with the eigenvalue in
any dimension. However, this is not the case and indeed was disproved by Stern
[St] for squares or flat tori. Later, H. Lewy [L] constructed sequences of spheri-
cal harmonics on the standard S2 with degrees tending to infinity for which the
number of nodal domains is no bigger than three. But it seems plausible that for
any (M, g), there exists some orthonormal sequence {ϕjk} of eigenfunctions for
which N(ϕjk) → ∞ as k → ∞. We now review results showing that for Riemann
surfaces (M,J, σ) with anti-holomorphic involution, and for any negatively curved
σ-invariant metric, N(ϕjk)→∞ along an orthonormal sequence of eigenfunctions
of density one. The same holds for non-positively curved surfaces with concave
boundary.

We state the results on nodal domains on real Riemann surfaces and on non-
positively surfaces with concave boundary in parallel. In both cases we have a
special curve C given by

(i) C = ∂M , resp.
(ii) C = Fix(σ).

The Dirichlet (resp. Neumann) eigenfunctions in the boundary setting (i) corre-
spond to odd (resp. even) eigenfunctions in the boundaryless symmetric setting
(ii). Following [GRS], the approach is to relate the number of nodal domains of ϕj
in M to the number of zeros of ϕj on the curve C. We denote by n(ϕj , 0, C) the
number of zeros a Neumann eigenfunction on C and by n(∂νϕj , 0, C) the number of
zeros of the normal derivative of the Dirichlet eigenfunction. We also define NC(ϕj)
to be the number of nodal domains which touch C. By completing the nodal set
into an embedded graph and apply the Euler inequality for embedded graphs, one
shows that

(3.50) NC(ϕj) ≥
1

2
n(ϕ̃j , 0, C),

where ϕ̃j = ϕj |C in the Neumann/even case and ϕ̃j = ∂νϕj |C in the Dirichlet/odd
case. Here, ∂ν is a fixed choice of unit normal along C. This relation only holds
for very special curves C, because we need arcs along C to count as segments of
the nodal set. A relative result holds for any smooth closed curve, i.e., there is a
growing number of domains bounded by the union of one arc of a nodal line and
at most one arc of C (nodal domains “relative to C”). Hence the main point is to
show that Cauchy data of eigenfunctions on C have many zeros.

We first consider real Riemann surfaces without boundary. These Riemann
surfaces (M,J) are complexifications of real algebraic curves M(R) which divide (or
equivalently separate) M in the sense that M\M(R) has more than one component.
Such a surface possesses an anti-holomorphic involution σ whose fixed point set
Fix(σ) is the real curve M(R). The space of real algebraic curves which divide
their complexifications has real dimension 3g − 3.
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We define MM,J,σ to be the space of smooth, σ-invariant, negatively curved
Riemannian metrics on an orientable Klein surface (M,J, σ). Any negatively curved
metric g1 induces a σ-invariant one by averaging: g1 → g = 1

2 (g1 + σ∗g1). Hence
MM,J,σ is an open set in the space of σ-invariant metrics. The isometry σ commutes
with the Laplacian ∆g and therefore the eigenspaces are spanned by even or odd
eigenfunctions with respect to σ. We denote by {ϕj} of L2

even(M) an orthonormal
basis of even eigenfunctions, resp. {ψj} an orthonormal basis of L2

odd(M).
The nex result is from [JZ1]:

Theorem 3.25. Let (M,J, σ) be (as above) a compact Riemann surface with
anti-holomorphic involution σ for which Fix(σ) is dividing. Let g ∈ MM,J,σ be a
negatively curved metric that is invariant under σ. Let γ ⊂ Fix(σ) be any sub-arc.
Then for any orthonormal eigenbasis {ϕj} of L2

even(M) one can find a density 1
subset A of N such that

(3.51) lim
j→∞
j∈A

#Zϕj ∩ γ =∞.

It follows that the number of nodal domains in each case tends to infinity.

In fact, we prove that the number of zeros tends to infinity by proving that
the number of sign changes tends to infinity. The proof uses the Kuzencov trace
formula of [Z1] to show that

∫
γ
ϕj ds is ‘small’ as j → ∞ for any curve γ and for

almost all eigenfunctions. On the other hand the QER theorem shows that
∫
γ
ϕ2
j ds

is large. We then compare
∫
γ
ϕj ds and

∫
γ
|ϕj | ds by applying a well known sup

norm bound on eigenfunctions in the case of surfaces without conjugate points to
replace

∫
γ
ϕ2
jds by

∫
γ
|ϕj |ds . The comparison just manages to show that for any

geodesic arc γ,
∫
γ
|ϕj |ds >

∫
γ
ϕjds. Hence there must exist sign-changing zeros.

Remark 3.26. Here and for the remaining of the section, γ always denotes a
sub-arc of Fix(σ). For each g ∈ MM,J,σ, it follows from Harnack’s theorem that
the fixed point set Fix(σ) is a disjoint union

(3.52) Fix(σ) = γ1 ∪ · · · ∪ γk
of 0 ≤ k ≤ g + 1 simple closed geodesics, and by our assumption k > 0 and Fix(σ)
is dividing. Hence the arcs γ above are geodesic arcs of (M, g).
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The main ingredient of Theorem 3.25 is the QER (quantum ergodic restriction)
theorem for Cauchy data of [CTZ]. The QER theorem then says that the Cauchy
data is quantum ergodic along Fix(σ). Indeed, it is quantum ergodic along any
curve. Fix(σ) is special because the odd eigenfunctions automatically vanish on
it and the even eigenfunctions have vanishing normal derivatives. Hence half of
the Cauchy data of each eigenfunction automatically vanishes on Fix(σ). Quantum
ergodicity forces the sequence of restrictions of eigenfunctions to Fix(σ) to oscillate
quickly and thus to have a growing number of zeros as the eigenvalue increases.

Combining with (3.50) gives

Theorem 3.27. Let (M,J, σ) be a compact Riemann surface with anti-holomorphic
involution σ for which Fix(σ) is dividing. Then for any g ∈ M(M,J,σ) and any or-

thonormal ∆g-eigenbasis {ϕj} of L2
even(M) and {ψj} of L2

odd(M), one can find a
density 1 subset A of N such that

(3.53) lim
j→∞
j∈A

N(ϕj) =∞ and lim
j→∞
j∈A

N(ψj) =∞.

Remark 3.28. For generic metrics inMM,J,σ, the eigenvalues are simple (mul-
tiplicity one) and therefore all eigenfunctions are either even or odd. Hence for
generic metrics in MM,J,σ, Theorem 3.27 says that the number of nodal domains
tends to infinity along almost the /entire sequence of eigenfunctions.

For odd eigenfunctions, the same conclusion holds with the assumption Fix(σ)
separating replaced by Fix(σ) 6= ∅, i.e., the conclusion holds for the complexification
of any real algebraic curve.

In more recent work [Z3], the author has shown that the number of zeros grows
like a power of log λ.

Theorem 3.29. Let (M,J) be a real Riemann surface and let g be a negatively
curved invariant metric on M . Then for j ∈ A (a set of density one),

(3.54) N(ϕj) ≥ Cg(log λj)
K , ∀K <

1

6
.

resp.

(3.55) N(ψj) ≥ Cg(log λj)
K , ∀K <

1

6
.

It is doubtful that this lower bound is sharp in the negatively curved case.
However it is difficult to go beyond logarithms due to the exponential growth of
the geodesic flow.

The same methods show that the number of singular points of odd eigenfunc-
tions ψj tends to infinity. By singular points of an eigenfunction we mean the
set

(3.56) Σϕλ = {x ∈ Zϕλ : dϕλ(x) = 0}
of critical points ϕλ which lie on the nodal set Zϕj . For generic metrics, the singular
set is empty [U]. However for negatively curved surfaces with an isometric involu-
tion, odd eigenfunctions ψ always have singular points. Indeed, odd eigenfunctions
vanish on γ and they have singular points at x ∈ γ where the normal derivative
vanishes, ∂νψj = 0.
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Theorem 3.30. Let (M,J, σ) be a compact Riemann surface with anti-holomorphic
involution for which Fix(σ) is dividing. Let g ∈MM,J,σ. Then for any orthonormal
eigenbasis {ψj} of L2

odd(M), one can find a density 1 subset A of N such that

(3.57) lim
j→∞
j∈A

#Σψj ∩ Fix(σ) =∞.

Furthermore, there are an infinite number of zeros where ∂νψj |H changes sign.

We now state the parallel results on a surface with non-empty smooth con-
cave boundary ∂M 6= ∅. The first result states sufficient conditions under which
the number of nodal domains tends to infinity along a subsequence of ‘almost all’
eigenfunctions of any orthonormal basis.

Theorem 3.31. Let (M, g) be a surface with non-empty smooth boundary ∂M .
Let {ϕj} be an orthonormal eigenbasis of Dirichlet (resp. Neumann) eigenfunctions.
Assume that (M, g) satisfies the following conditions:

(i) The billiard flow Gt is ergodic on S∗M with respect to Liouville measure;
(ii) There does not exist a self-focal point q ∈ ∂M for the billiard flow, i.e.,

a point q such that the set Lq of loop directions η ∈ B∗q∂M has positive
measure in B∗q∂M .

(iii) The Cauchy data (ϕj |∂M , λ−1
j ∂νϕj |∂M ) of the eigenfunctions is strictly

sub-maximal in growth, i.e., both components are o(λ
1
2
j ) as λj →∞.

Then there exists a subsequence A ⊂ N of density one so that

(3.58) lim
j→∞
j∈A

N(ϕj) =∞.

The hypotheses of Theorem 3.31 are satisfied by surfaces of non-positive cur-
vature with concave boundary. By this we mean a non-positively curved surface

(3.59) M = X\
r⋃
j=1

Oj ,

obtained by removing a finite union O :=
⋃r
j=1Oj of embedded non-intersecting

geodesically convex domains (or ‘obstacles) Oj from a closed non-positively curved
surface (X, g). We denote the scalar curvature of (X, g) by K and assume K ≤ 0.
In the case where X is a flat torus or a square, such a billiard is called a Sinai
billiard.

Corollary 3.32. The conclusion of Theorem 3.27 holds for a non-positively
curved surface (3.59) with concave boundary.

3.9. Intersections of nodal lines and general curves on negatively
curved surfaces

Although it is not useful for counting nodal domains, we point out a general
result on intersections of nodal lines and curves on surfaces.

Theorem 3.33. Let (M, g) be a C∞ compact negatively curved surface, and let
H be a closed curve which is asymmetric with respect to the geodesic flow. Then for
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any orthonormal eigenbasis {ϕj} of eigenfunctions, there exists a density 1 subset
A of N such that

(3.60)


limj→∞

j∈A
#Zϕj ∩H =∞

limj→∞
j∈A

#{x ∈ H : ∂νϕj(x) = 0} =∞.

Furthermore, there are an infinite number of zeros where ϕj |H (resp. ∂νϕj |H)
changes sign.

Theorem 3.33 does not necessarily imply lower bounds on nodal domains be-
cause the topological argument used in the case H = Fix(σ) does not necessarily
apply. Its proof is essentially the same as that for Theorem 3.25. The main differ-
ence is that we use the QER theorem for Cauchy data in Theorem 3.25 and for just
the Dirichlet data in Theorem 3.33. The latter requires the asymmetry condition
on H.

Finally, we mention an upper bound on the number of nodal intersections in
the real analytic case [TZ3].

Theorem 3.34. Suppose that Ω ⊂ R2 is a piecewise real analytic plane domain.
Then the number n(λj) = #Zϕλj ∩ ∂Ω of zeros of the boundary values ϕλj |∂Ω of

the jth Neumann eigenfunction satisfies n(λj) ≤ CΩλj, for some CΩ > 0.

The result is surely true for any real analytic Riemannian surface with analytic
boundary but has not as yet been generalized that far. To our knowledge, no upper
bound on the number of intersections in the general C∞ case is known.

3.10. Complex zeros of eigenfunctions

As mentioned in the introduction, we have much more control over nodal sets in
the complex domain than in the real domain. By the complex domain is meant the
complexification of M . When g is real analytic, the eigenfunctions admit simulta-
neous analytic extensions to a fixed Grauert tube Mε. The tube radius ε is defined
by a tube function

√
ρ where ρ(z) = −r2(z, z̄). The complex nodal hypersurface of

an eigenfunction is defined by

(3.61) ZϕC
λ

= {ζ ∈Mε0 : ϕC
λ(ζ) = 0}.

As discussed in §14.30.2, there exists a natural current of integration over the nodal
hypersurface in any Grauert tube Mε given by the Poincaré-Lelong formula,

(3.62) 〈[ZϕC
λ
], f〉 =

i

2π

∫
Mε

∂∂̄ log |ϕC
λ|2 ∧ f =

∫
Z
ϕC
λ

f

for all smooth test (m− 1,m− 1)-forms f ∈ D(m−1,m−1)(Mε) with support in Mε.
(In the second equality we used the Poincaré-Lelong formula; see §14.30.1.)

The nodal hypersurface ZϕC
λ
, viewed as a complex hypersurface embedded in a

Kähler manifold, also carries a natural volume form. By Wirtinger’s formula, this

volume form equals the restriction of
ωm−1
g

(m−1)! to ZϕC
λ
. Hence, one can regard ZϕC

λ
as

defining the measure

(3.63) 〈|ZϕC
λ
|, f〉 =

∫
Z
ϕC
λ

f
ωm−1
g

(m− 1)!
, where f ∈ C(Mε).
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We prefer to state results in terms of the current [ZϕC
λ
] since it carries more infor-

mation.

Theorem 3.35. Let (M, g) be real analytic, and let {ϕjk} denote a quantum
ergodic sequence of eigenfunctions. Let Mε0 be the maximal Grauert tube around
M . Let ε < ε0. Then,

(3.64)
1

λjk
[ZϕC

jk

]→ i

π
∂∂̄
√
ρ weakly in D′(m−1,m−1)(Mε)

in the sense that, for any continuous test form ψ ∈ D(m−1,m−1)(Mε), we have

(3.65)
1

λjk

∫
Z
ϕC
jk

ψ → i

π

∫
Mε

ψ ∧ ∂∂̄√ρ.

Equivalently, for any f ∈ C(Mε),

(3.66)
1

λjk

∫
Z
ϕC
jk

f
ωm−1
g

(m− 1)!
→ i

π

∫
Mε

f∂∂̄
√
ρ ∧ ωm−1

g

(m− 1)!
.

In [Z2] we proved a similar result for intersections of the complex nodal curve
with complexified geodesics. The complexification of an arc-length parametrized
geodesic

(3.67) γx,ξ : R→M, γx,ξ(0) = x, γ′x,ξ(0) = ξ ∈ TxM
is defined by analytic continuation

(3.68) γCx,ξ : Sε →Mε

to the strip

(3.69) Sε = {(t+ iτ ∈ C : |τ | ≤ ε}.
When we freeze τ we simplify the notation to

(3.70) γτx,ξ(t) := γCx,ξ(t+ iτ).

The intersection points of γCx,ξ and NC
ϕj correspond to the zeros of the pullback

(γCx,ξ)
∗ϕC

j . We encode this discrete set by the measure

(3.71) [N γC
x,ξ

λj
] =

∑
(t+iτ) : ϕC

j (γC
x,ξ(t+iτ))=0

δt+iτ .

Let S = {jk} ⊂ N be a subsequence of the positive integers. We say that the
intersection points of the complex nodal sets NC

λjk
and the complexified geodesic

γCx,ξ for the subsequence S condense on the real geodesic and become uniformly

distributed with respect to arc-length if, for any f ∈ Cc(Sε),

(3.72) lim
k→∞

1

λjk

∑
(t+iτ): ϕC

jk
(γC
x,ξ(t+iτ))=0

f(t+ iτ) =
1

π

∫
R
f(t)dt.

That is, 1
λjk

[N γC
x,ξ

λj
]→ 1

π δ0(τ)dtdτ in the sense of measures.

Theorem 3.36. Let (M, g) be a real analytic Riemannian surface with ergodic
geodesic flow. Let γx,ξ be a periodic geodesic satisfying the asymmetry QER hy-
pothesis of Definition 3.21. Then there exists a subsequence of eigenvalues λjk of
density one such that (3.72) holds.
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Moreover, we have

Proposition 3.37 (Growth saturation). If γx,ξ is a periodic geodesic which
satisfies the QER asymmetry condition (Definition 3.21) along compact arcs, then
there exists a subsequence Sx,ξ of density one so that, for all τ < ε,

(3.73) lim
k→∞

1

λjk
log
∣∣∣γτ∗x,ξϕC

λjk
(t+ iτ)

∣∣∣2 = 2|τ | in L1
loc(Sτ ).

The subsequence Sx,ξ is the ergodic sequence along γx,ξ given by Theorem 3.42.

Proposition 3.37 immediately implies Theorem 3.36 since we can apply ∂∂̄ to

the L1 convergent sequence 1
λjk

log
∣∣∣γ∗x,ξϕC

λjk
(t+ iτ)

∣∣∣2 to obtain a weakly conver-

gence sequence of measures tending to ∂∂̄|τ |. Proposition 3.37 has an analogue
for any real analytic curve but the exact formula is special to geodesics and arises
because complex geodesics are isometric embeddings to Grauert tubes. In general,
the growth rates of restrictions depend on the curve.
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CHAPTER 4

Model spaces of constant curvature

In this section we encounter eigenfunctions for the first time. We begin with
model spaces of constant curvature, where special eigenfunctions can be explicitly
constructed. Aside from giving explicitly computable models, these eigenfunctions
are often extremal for various problems, e.g., Lp norms. Hence with begin with the
geodesic flow and the eigenfunctions on the model spaces of constant curvature:

• Euclidean Rn and flat tori Rn/Zn (and other lattices L and quotients
Rn/L). This is a quantum integrable system whose joint eigenfunctions
are exponential functions. They are extremal in being the ‘flattest’ eigen-
functions, i.e., in having uniformly bounded sup norms. No eigenfunctions
in other settings are known to have such flatness properties.

• Spherical harmonics on the standard sphere Sn. This is another quantum
integrable system, but the joint eigenfunctions behave quite differently
from the flat case. Certain sequences are extremal in the opposite sense
of being of maximal growth in Lp norm. Due to the high multiplicity
of the eigenvalues, there are eigenfunctions on Sn exhibiting most known
types of behavior that occur on any Riemannian manifold.

• Hyperbolic space Hn and its quotients Hn\Γ, where Γ is a discrete sub-
group of the isometry group of Hn. On the universal cover, the Laplacian
is quantum integrable and one has explicit eigenfunctions. On compact
quotients, the eigenfunctions are a model of quantum chaos and much of
their behavior is unknown.

4.1. Euclidean space

Euclidean space is (Rn, g) with the flat metric g =
∑n
j=1 dx

2
j . On a sufficiently

small length scale, every Riemannian manifold is approximately Euclidean and the
theory of harmonic and subharmonic functions on Rn is approximately true on
small balls of any Riemannian manifold. Hence, Rn is fundamental and we go over
some of the main operators used to study harmonic functions on Rn.

The associated Hamiltonian
∑n
j=1 ξ

2
j on T ∗Rn is the square of the metric norm,

but for applications to the wave equation we take its square root to make it homo-
geneous of degree one:

(4.1) H(x, ξ) = |ξ| =
( n∑
j=1

ξ2
j

) 1
2

.

The square root normalization makes the geodesic flow the same on all en-
ergy surfaces H = E. The level sets of H are the co-sphere bundles: S∗EM =
{(x, ξ) : |ξ| = E}. The square root also causes a singularity at the ‘zero section’

61
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ξ = 0, but it is harmless for our purposes because we are interested in asymptotics
as |ξ| → ∞.

The Hamiltonian vector field of H is

(4.2) ΞH(x, ξ) =

n∑
j=1

ξj
|ξ|

∂

∂xj
.

Hence, the geodesic flow is defined by

(4.3)
dxj
dt

=
ξj
|ξ| and

dξj
dt

= 0.

We see that the functions ξj are constant along the flow-lines (they are called
‘conserved quantities’). Existence of n independent conserved quantities in n dimen-
sion is known as complete integrability. The equations of motion can be explicitly
solved:

(4.4) x(t) = x(0) + t
ξ

|ξ| and ξ(t) = ξ(0).

We now consider the quantum picture. The eigenspaces of the Laplacian on
Rn are defined by

(4.5) Eλ = {ϕλ ∈ S ′(Rn) : (∆ + λ2)ϕλ = 0},
where S ′(Rn) is the space of tempered distributions, which rules exponentially
growing eigenfunctions such as e〈x,ξ〉 with |ξ| = λ. The Euclidean Laplacian is
quantum integrable in the sense that it commutes with the infinitesimal translations
∂
∂xj

. A basis of (complex valued) joint eigenfunctions of the differential operators

{ ∂
∂xj
}nj=1 are the Euclidean plane waves ei〈x,ξ〉 for ξ ∈ Rn.

The spectral theory of the Laplacian is essentially the theory of the Fourier
transform. We recall a few facts about the Fourier transform in §4.16 but must
assume the reader is familiar with Euclidean Fourier analysis. For purposes of
this monograph, we treat Fourier analysis on Rn as a known object that we wish
to generalize to other Riemannian manifolds. We refer to [DM, StW] for further
background on Fourier analysis and to [Str] for more on Riemannian eigenfunctions
as a generalization of Fourier analysis.

The eigenspaces Eλ are spanned by the plane waves ei〈x,ξ〉. The following
theorem is known as the Poisson formula for Euclidean eigenfunctions (see [Ag,
Hel1, Hel2] for the proof):

Theorem 4.1. Let ϕλ ∈ Eλ. Then there exists a distribution dT ∈ D′(Sn−1)
such that

(4.6) ϕλ(x) =

∫
Sn−1

eiλ〈x,σ〉 dT (σ).

This is a global theorem: It applies to global eigenfunctions but not to local
eigenfunctions. Indeed, the right side is a global eigenfunction. It is studied in [Ag],
where the question is raised of proving such formulae on more general Riemannian
manifolds. In the next section we will consider the generalization to hyperbolic
space.

It is interesting to relate properties of ϕλ to properties of dT . A special class
of eigenfunctions occurs when dT ∈ L2(Sn−1). Then one can define a Hilbert space

norm on the space E(2)
λ of such eigenfunctions by the L2(Sn−1) norm of dT (σ). The
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elements of finite norm define the Hilbert space E(2)
λ . The Euclidean motion group

En (translations and rotations) commutes with the flat Laplacian ∆ = ∆Rn , and

therefore preserves the eigenspaces. Hence E(2)
λ is a representation of En. They

are in fact irreducible and infinite dimensional, and carry invariant inner products
or which the action of En is unitary. See for instance [DM, Hel1, Hel2].

Let Jν(z) be the Bessel function

(4.7) Jν(z) =

∞∑
k=0

(−1)k

Γ(k + ν + 1)Γ(k + 1)

(z
2

)2k+ν

,

then the orthogonal projection onto an individual eigenspace E(2)
λ is given by the

Bessel kernel

(4.8) Eλf(x) =

∫
Rn
Jn−2

2
(λ|x− y|)f(y) dy.

To see this, we first note that by the Fourier inversion formula, the spectral projec-
tion for ∆ for the spectral interval [0, λ2] is given by

(4.9) e0(x− y, λ2) = (2π)−n
∫
|ξ|<λ

ei〈x−y,ξ〉 dξ.

By differentiating, we find that the spectral projection onto Eλ is given by

(4.10)
d

dλ
e0(x− y, λ2) = (2π)−n

∫
|ξ|=λ

ei〈x−y,ξ〉 dS,

where dS is the standard surface measure. This proves (4.8).
The Euclidean spherical means operator is defined by

(4.11) Lru(x) =
1

|Sr(x)|

∫
Sr(x)

u dA,

where |Sr(x)| is the Riemannian surface area of the sphere Sr(x) of radius r, and
the ball means operator is

(4.12) Bru(x) =
1

|Br(x)|

∫
Br(x)

u dV,

where |Br(x)| is the volume of the ball Br(x) of radius r. These operators have
many repercussions for harmonic and subharmonic functions on Rn, and also for the
wave equation on Rn. They can also be defined on Riemannian manifolds, a subject
we explore in §5.9.3. A word of caution: In flat Euclidean space spherical means
and ball means operators agree, but they differ in general on curved Riemannian
manifolds, where the surface measure on a geodesic sphere is not the pushforward
under the exponential map of the Euclidean surface measure in the tangent space.

4.1.1. Spherical means. On Euclidean Rn, there exists an exact formula for
the spherical means operator known as Pizetti’s formula:

(4.13) Lr =

∞∑
k=0

Γ(n2 )

k!Γ(n2 + k)

(r
2

)2k

∆k,

which is valid when applied to real analytic functions u. If we write

(4.14) Wn(z) = Γ
(n

2

)(2

z

)n
2−1

Jn−2
2

(z),
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then direct computations show that for all analytic functions u on Rn, we have

(4.15) Lru(x) = Wn(ir
√

∆)u(x).

In dimensions n = 2 and n = 3, for instance, the spherical means operator is given
by

(4.16) J0(r
√

∆) and
sinh(r

√
∆)

r
√

∆
,

respectively.
There are similar formulae for the ball means operator. It follows by the mean

value property that if u is a harmonic function on Rn, then Lru = Pr(0)u = u and
similarly Mru = u. A second identity is that for all u (not necessarily analytic),

(4.17)

∫
Br(x)

∆u(y) dy = rn−1 d

dr

(
r1−n

∫
Sr(x)

u(y) dS(y)

)
= ωnr

n−1 d

dr
Lru(x).

Here ωn = |Sn−1| is the volume of the unit (n − 1)-sphere. If ∆u ≥ 0, i.e., if u
is subharmonic, then Lru(x) increases with r. It follows that u(x) ≤ Lru(x) for
all r. By integrating the inequality in r, one also has u(x) ≤ Mru(x). Yet a third
identity concerns eigenfunctions. If 0 > λ > λ0(Br(x)), where λ0(Br(x)) is the
smallest nonzero Dirichlet eigenvalue of the ball of radius r centered at x, then

(4.18) u(x) =
τn

2
(rλ)

2
n
2 Γ(n2 + 1)

1

|Br(x)|

∫
Br(x)

u(y) dV (y).

Here, τα(z) = z−αJα(z).
Note that the initial expansion of Lr has the form

(4.19) Lr = I +
r2

2n
∆ +

∞∑
k=2

Pk(∆)r2k, where Pk(∆) =
Γ(n2 )

k!Γ(n2 + k)

(
1

2

)2k

∆k

Comparing with the odd solution operator

(4.20) S(t) :=
sin t
√

∆

t
√

∆
= I +

∆

2
t2 + · · ·

of the initial value problem for the wave equation, we see that even though Lr and
S(r) are different functions of ∆, their Taylor expansions agree in the first two
terms when t = r√

n
. This is a first indication of the relation between the wave

equation and spherical means on Rn, as discussed at length in [J]. A deeper fact
is that both Lr (or Mr) and S(t) are Fourier integral operators associated to the
same canonical relation, namely the union of the graph of the geodesic flow Gt and
of G−t. This is true for small |t| or r on any Riemannian manifold. Therefore
there exists an elliptic pseudo-differential operator A(t,Dt, x,Dx) on Rt × Rn so
that S(t) = ALt

√
n. The Hadamard parametrix method discussed below gives an

explicit construction of S(t) in terms of operations on the spherical means operator
on any manifold without conjugate points.

4.1.2. Propagators and fundamental solution of the wave equation.
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4.2. Euclidean wave kernels

In this section, we review the exact formulae for the propagators and funda-
mental solution and the Poisson kernel in Euclidean Rn.

As above, we wish to find exact solution operators for the Cauchy problem

(4.21)


2u = 0,

u(x, 0) = ϕ(x),

ut(x, 0) = ψ(x).

for the homogeneous wave equation. We define the solution operators

S(t) =
sin(t
√
−∆)√
−∆

, C(t) = S′(t) = cos t
√
−∆

of the homogeneous wave equation (4.21).
There are several methods to obtain explicit formulae for these propagators.

• Using the spherical means operator Lr.

• Using the Fourier transform.

The spherical means operator is defined by

(4.22) Lrf(x) =

∫
S∗xM

f(x+ rξ)dS(ξ),

Intuitively, it should be related to the wave equation because wave fronts are dis-
tance spheres St(x) = ∂B(x, t) where B(x, t) is the ball of radius |t| around x.

A key point is that [Lr,∆] = 0 in Euclidean space. This is also true for Hn, Sn

but it is very rarely true on a Riemannian manifold. We will take advantage of this
symmetry to express C(t), S(t) in terms of Lt.

It is not necessarily the case that if [A,B] = 0 then A = F (B) for some F . But
this is the case for Lr: On Euclidean space Rn there is a classical explicit formula

Lru(x) = Wm(ir
√

∆)u(x), (Wm(z) = Γ(
m

2
)(

2

z
)
m
2 −1Jm−2

2
(z))

In the lowest dimensions, they become

Lr =


J0(r
√
−∆)u(x), n = 2

sin(r
√
−∆)

r
√
−∆

u(x), n = 3.

In Section 4.2.9 we review the so-called Pizzetti formula giving a Taylor expansion

of Lr ' I + r2

2n∆ + · · · . Note that J0(x) = 1− x2

4 + · · · and sin x
x ' 1− x2/3! + · · · .

The general formula on Euclidean Rn is given by

Proposition 4.2. Let u(x, t) be the solution of (4.21). Then,

u(x, t) = 1
γn

∂
∂t (

1
t
∂
∂t )

n−3
2

(
tn−2−

∫
∂B(x,t)

ϕ(y)dS(y)
)

+ 1
γn

( 1
t
∂
∂t )

n−3
2

(
tn−2−

∫
∂B(x,t)

ψ(y)dS(y)
)
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where γn = 1 · 3 · 5 · · · · (n− 2), or in operator terms
S(t) = 1

γn
( 1
t
∂
∂t )

n−3
2 tn−2Lt,

C(t) = 1
γn

∂
∂t (

1
t
∂
∂t )

n−3
2 tn−2Lt,

The explicit formula for U(t) = exp(−it
√
−∆) in terms of spherical means

involves
√
−∆ · Lt. The calculus of Fourier integral operators allows one to make

sense of this and give formulae, but because
√
−∆ is non-local we do not expect

an averaging operator over the sphere St(x) = ∂B(x, t). But we may expect it
differs from such an operator by a smoothing operator (an operator with a smooth
Schwartz kernel).

4.2.1. Darboux-Euler formula. Let us make the abbreviation

ū(t, r;x) := Lru(x, t),

and consider it for a solution u(x, t) of the homogeneous wave equation. We claim
that for each fixed x it is a solution of the Darboux-Euler equation

(4.23)

 ūtt − ūrr − n−1
r ūr = 0, 0 < r <∞, t ≥ 0,

ū(r, 0;x) = ϕ̄(x; r), ūt(r, 0;x) = ψ̄(r;x).

Proof.
ū(r, t;x) = −

∫
∂Br(x)

u(y, t)dS(y)

= −
∫
∂B1(0)

u(x+ ry, t)dS(y).

Hence

ūr(r, t;x) = −
∫
∂B1(0)

∇u(x+ ry, t) · ydS(y)

= −
∫
∂Br(x)

∇u(y, t) · y−xr dS(y)

= −
∫
∂Br(x)

∂u
∂ν dS(y)

= 1
Hn−1(Sr(x)

∫
∂Br(x)

∂u
∂ν dS(y)

= 1
Hn−1(Sr(x)

∫
Br(x)

∆u(y, t)dy

= 1
Hn−1(Sr(x)

∫
Br(x)

utt(y, t)dy.

Then

ūr(r, t;x) = 1
Hn−1(Sr(x)

∫
Br(x)

utt(y, t)dy

=⇒ (rn−1ūr(r, t;x))r = 1
Hn−1(S1(x)

∫
∂Br(x)

utt(y, t)dS(y)

= rn−1−
∫
∂Br(x)

utt(y, t)dS(y) = rn−1ūtt(r, t;x).

It follows that
(rn−1ūr(r, t;x))r = rn−1ūtt(r, t;x)
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or equivalently

(n− 1)rn−2ūr + rn−1ūrr = rn−1ūtt

and dividing by rn−1 gives the Darboux formula.
�

4.2.2. Proof of Propsition 4.2 in dimension 3. In dimension 3, Proposi-
tion 4.2 says:

u(x, t) =
1

γ3

∂

∂t

(
−
∫
∂B(x,t)

ϕ(y)dS(y)

)
+

1

γ3

(
t−
∫
∂B(x,t)

ψ(y)dS(y)

)
The first term is C(t) and the second is S(t).

If we set n = 3 in (4.23), we get the equation

ūtt − ūrr −
2

r
ūr = 0.

We now prove the formula in Proposition 4.2 from this.

It is actually HW Exercise 1. Try to do it yourself. The trick is to multiply the
spherical means ū by r and reduce to a 1 D wave equation. The proof given below
is the solution to this exercse

The equation is equivalent to

(4.24)


∂2

∂t2 (rū)− ∂2

∂r2 (rū) = 0

rūt=0 = rϕ̄, ∂t(rū)|t=0 = rḡ.

This is a 1D wave equation which can be solved by d’Alembert’s formula:

(4.25)

rū(x, r, t) = 1
2 [(r + t)f̄(x, r + t) + (r − t)f̄(x, r − t)]

+ 1
2

∫ r+t
r−t τ ḡ(x, τ)dτ.

Now divide by r and take the limit as r → 0 to get

(4.26)

u(x, t) = tḡ(x, t) + ∂t(tf̄(x, t))

= 1
4πt

∫
|y−x|=t g(y)dS(y) + ∂

∂t

(
1

4πt

∫
|y−x|=t f(y)dS(y)

)
.

4.2.3. Kirchhoff formula. If ϕ ∈ C1, then we may perform the differentia-
tion and obtain a simpler formula, known as Kirchoff’s formula:

Proposition 4.3. The solution of (4.21) is given by

u(x, t) =
1

4πt2

∫
St(x)

[ϕ(y) +∇ϕ(y) · (y − x) + tψ(y)]dS(y).

HW Exercise 2 is to prove this formula.
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4.2.4. Dimension two. The standard method for solving the wave equation
on R2 is to increase the dimension by one to R3 and pulling back the solution
u(x1, x2, t) on R2×R to a solution ũ(x1, x2, x3, t) on R2×R of the Cauchy problem
with pulled back data which is independent of the third coordinate. Thus, the
solution is given by

ũ(x1, x2, 0, t) = −
∫
∂Bt(x̄)

[
ϕ̃(y) +∇ϕ̃(y) · (y − x) + tψ̃(y)

]
dS(y).

Here Bt(x̄) is the ball of R3 of radius t around x̄ = (x1, x2, 0). But if F is any
function independent of the third coordinate,

−
∫
∂Bt(x̄)

F (y)dS(y) = 1
4πt2

∫
∂Bt(x̄)

F (y)dS(y)

= 1
4πt2

∫
∂Bt(x)

F (y)(1 + |∇
√

Γ|2)
1
2 dy,

where Bt(x) is the ball of radius t around x ∈ R2 and Γ(y) = (t2 − |x− y|2). Some
elementary calculations then give

u(x, t) =
1

2πt2

∫
Bt(x)

tϕ(y) + t2ψ(y) + t∇ϕ(y) · (y − x)√
t2 − |x− y|2

dy.

The method of descent is universal. Given any even dimensional (Mn, g) we
form the product (Mn×R, g⊕ dx2

n+1) and solve the wave equation on the product
space with data pulled back from Mn.

4.2.5. Poisson kernel formula for U(t) = exp it
√
−∆ in the Euclidean

case. The half-wave propagator is constructed on Rn by the Fourier inversion for-
mula,

(4.27) U(t, x, y) =

∫
Rn
ei〈x−y,ξ〉eit|ξ|dξ.

The Poisson kernel (extending functions on Rn to harmonic functions on R+×Rn)
is the half-wave propagagor at positive imaginary times t = iτ (τ > 0),

(4.28)

U(iτ, x, y) =
∫
Rn e

i〈x−y,ξ〉e−τ |ξ|dξ

= τ−n
(
1 + (x−yτ )2

)−n+1
2 = τ

(
τ2 + (x− y)2)

)−n+1
2 .

In the case of Rn, the Poisson kernel analytically continues to t+iτ, ζ = x+ip ∈
C+ × Cn as the integral

(4.29) U(t+ iτ, x+ ip, y) =

∫
Rn
ei(t+iτ)|ξ|ei〈ξ,x+ip−y〉dξ,

which converges absolutely for |p| < τ. If we substitute τ → τ − it and let τ → 0
we get the formula

(4.30) U(t, x, y) = Cn lim
τ→0

it((t+ iτ))2 − r(x, y)2)−
n+1

2 ,

for a constant Cn depending only on the dimension. The limit is taken in the sense
of distributions and is then written

(4.31) U(t, x, y) = Cn it ((t+ i0))2 − r(x, y)2)−
n+1

2 ,

Background on distributions is given in the Appendix.
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4.2.6. Fourier formula. The wave kernels in Rn may be expressed as Fourier
integrals. We illustrate this only for the half-wave propagator U(t) = exp(it

√
−∆),

since we did not give a spherical means formula for it. Since

δy(x) = δ(x− y) =

∫
Rn
e2πi〈x−y,ξ〉dξ

the kernel of U(t) is U(t)δy(x) which is

U(t, x, y) =

∫
Rn
e2πi〈x−y,ξ〉eit|ξ|dξ.

If one puts the integral in polar coordinates ξ = rω, one gets

U(t, x, y) =

∫ ∞
0

∫
Sn−1

e2πir〈x−y,ω〉eitrrn=1drdω.

The spherical integral

Jn−2
2

(r|x− y|) =

∫
Sn−1

e2πir〈x−y,ω〉dω

is a Bessel function. Hence we get

U(t, x, y) =

∫ ∞
0

Jn−2
2

(r|x− y|)eitrrn−1dr.

One could go further with this calculation, e.g., rn−1eitr = Dn−1
t eitr so that

U(t, x, y) = Dn−1
t

∫ ∞
0

Jn−2
2

(r|x− y|)eitrdr.

4.2.7. Fundamental solution. An explicit formula for S(t) induces one for
the forward fundamental solution and in dimension 3 it says that

E+ ∗ ψ(x, t) =
H(t)

4π

(
1

t

∫
∂B(x,t)

ψ(y)dS(y)

)
.

Another way to write this is that

E+(t, x) =
δ(t− r)

4πr
.

Above, we thought of the propagator as a 1-parameter family of operators on R3

indexed by t, but now we think of the kernels as distributions on M × R. In this
section, we give another derivation that uses the theory of distributions rather than
‘advanced calculus’ and the Darboux-Euler formula from [Ho, GeSh, F]. It is
based on pullbacks of distributions under submersions. The submersion in question
is

Q(x, t) := t2 − |x|2 : R3+1\N → R\{0},
where

N = {(x, t) : Q(x, t) = 0}
is the null cone. Note that 0 is a critical value of Q and that (0, 0) is a critical point
of Q. Hence N is a critical level set.

Away from the critical point it makes sense to define the pullback

Q∗δ0 = δ0(t2 − |x|2)

of the 1D delta function δ0 at 0. In general, measures and distributions cannot be
pulled back under maps. However, the theory of distributions gives it a meaning
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when the map is a submersion [Ho, GeSh, F]. The distribution δ(Q) is simply
the ‘Leray measure’ on Q−1(0) or conditional measure on this level set. It is the
measure supported on Q−1(0) with Gelfand-Leray form

(4.32) Q∗δ0 =
dxdt

dQ
.

One may define its integral against a test function ϕ ∈ C∞c (R3+1) by

(4.33) 〈δ0(Q), ϕ〉 =

∫
Q=0

ϕ
dxdt

dQ
=

∫
Q=0

ϕ
dS

|∇Q| ,

where dS is the Riemannian surface measure ινdxdt where ν = ∇Q
|∇Q| is the unit

normal.
In probability texts, the same formula is derived as follows: Let

ϕQ(t) :=
∂

∂t

∫
Q<t

ϕdxdt.

Then
〈δ(Q), ϕ〉 := ϕQ(0).

In the case of Q = t2 − |x|2, (4.33) gives

Lemma 4.4. δ0(Q) is the following measure:

〈δ0(Q), ϕ〉 =
1

2

∫
R3

ϕ(x, |x|)dx|x| +
1

2

∫
R3

ϕ(x,−|x|)dx|x| .

We denote the first term by δ+(ϕ) and the second by δ−(ϕ). Here, the first
term corresponds to the upper half of the light cone where t = |x| and the second
term correspons to the bottom half. For the first term, we parametrize the light
cone by x → (x, |x|). The Gelfand-Leray form is dxdt

d(t2−|x|2) and we eliminate the

variable t using d(t2−|x|2) = 2tdt−2x ·dx. The Gelfand -Leray form, is the unique
form (when restricted to Q−1(0)) satisfying dQ ∧ dxdt

dQ = dxdt and clearly this is

true dxdt
2tdt = 1

2tdx = 1
2|x|dx on Q−1(0).

The first term above is therefore

〈E+, ϕ〉 :=
1

2

∫
R3

ϕ(x, |x|)dx|x| .

Similarly for the second. QED

Proposition 4.5. The following distributions on R3+1 are the forward/backward
fundamental solutions:

E+(t, x) =
δ(t− r)

4πr
, E−(t, x) =

δ(t+ r)

4πr
.

That is,

(4.34) 2E+ = 2πδ0.

Hence E+ is a fundamental solution supported in the forward light cone. Similarly
for E− in the backward light cone.

Proof. The next observation is:

Lemma 4.6. 2δ0(Q) = 0 on R3+1\{0}.
Here, as usual, 2 = ∂2

∂t2 −∆ is the d’Alembertian.
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Proof. We compute by the chain rule as if δ0 were a function. Note that

2f(Q) = ∇ · ∇f(Q) = ∇ · f ′(Q)∇Q = f ′′(Q)∇Q · ∇Q+ f ′(Q)2Q,

where the dot product is Lorentzian. Now in dimension 3 + 1, ∇Q · ∇Q = 4Q and
2Q = 8. In any dimension n, if f(t) homogeneous is of degre a,

2f(Q) = g(Q), g(t) := 2nf ′(t) + 4tf ′′(t) = (2n+ 4(a− 1))f ′(t).

Here we use that tf ′′(t) = (a− 1)f ′(t). When a = 2−n
2 the right side is zero.

Now suppose f = δ0. Then all derivatives of f are supported at 0 and f is
homogeneous of degree −1 = 2−4

2 , the right side is zero.
�

Since E+, E− have disjoint supports it follows that 2E± = 0 on R3+1\{0}. It
follows that

2E± = P (D)δ0

since all distributions supported at 0 are of this form, where P (D) is a constant
coefficient PDO. Now we just consider homogeneities to determine that P (D) must
be a constant c: Write E+ = δ+(Q).

• δ+(Q) is homogeneous of degree −2.

• 2δ+(Q) is homogenous of degree −4.

• δ0 is homogeneous of degree −4.

• Dαδ0 is homogeneous of degree −4− |α|.

It follows that α = 0 and P (D) = c. By using a test function ϕ = ρ(t) one finds
that c = 2π. (Left to reader). Hence, we proved the Proposition.

�

4.2.8. Higher dimensions. For general R(n−1)+1, one has

2f(Q) = 4Q(f ′′(Q)2Q+ 2nf ′(Q)).

Proposition 4.7. The forward fundamental solutions on (spacetime) Rn are
E+ = 1

2πm δ
(m−1)
+ (Q), n = 2m+ 2,

E+ = H(t)

2πm−
1
2 Γ( 3

2−m)
Q
−m+ 1

2
+ , n = 2m+ 1.

As in the case n = 3 + 1, the most important step is to prove:

Lemma 4.8. 2f(Q) = 0 on R(n−1)+1\{0} if
f(t) = δ(n− 3

2 )(t), n even,

t
−n2 +1
+ , n odd.

We omit the proofs, which may be found in [GeSh, Ho].
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4.2.9. Pizzetti formula. On Euclidean Rn, there exists an exact formula
known as Pizzetti’s formula,

(4.35) Lr = Pr(∆) := Γ(
n

2
)

∞∑
k=0

(
r

2
)2k 1

k!Γ(n2 + k)
∆k

which is valid on real analytic functions. The initial expansion has the form,

Lr = I +
∆

2n
r2 +

∞∑
k=2

Pk(∆)r2k.

Let Jν(z) be the Bessel function

Jν(z) =

∞∑
k=0

(−1)k

Γ(k + ν + 1)Γ(k + 1)
(
z

2
)2k+ν .

When 0 > λ > λ0(B) with B = Br(x) then the eigenfunction of eigenvalue λ
can be expressed as the ball mean

(4.36) u(x) =
1

Vr2
n
2 Γ(n2 + 1)

τn
2 (
√
λr)

∫
Br(x)

u(y)dV (y).

Here, τα(z) = z−αJα(z). Also Wα(z) = Γ(α2 )2
α
2−1τα

2−1(z).
There is a similar related formula for the ball means operator. It follows that

if u is a harmonic function on Rn then Lru = Pr(0)u = u and similarly Mru = u.
A second identity is that∫

Br(x)

∆u(y)dy = rn−1 d

dr

(
r1−n

∫
Sr(x)

u(y)dS(y)

)
= ωnr

n−1 d

dr
Lru(x).

Here ωn = |Sn−1|. If ∆u ≥ 0, i.e., if u is subharmonic, then Lru(x) increases with
r. It follows that u(x) ≤ Lru(x) for all r. By integrating the inequality in r, one
also has u(x) ≤Mru(x).

The identity (4.35) has many repercussions for harmonic and subharmonic
functions on Rn, and also for the wave equation on Rn. Although Lr and S(r)
are different functions of ∆, their Taylor expansions agree in the first two terms
when t = r√

n
. A deeper fact is that both Lr (or Mr) and S(t) are Fourier integral

operators associated to the same canonical relation, namely the union of the graph
of the geodesic flow Gt and of G−t. This is true for small |t| or r on any Rie-
mannian manifold. Therefore there exists an elliptic pseudo-differential operator
A(t,Dt, x,Dx) on Rt×Rn so that S(t) = ALt. The Hadamard parametrix method
gives an explicit construction of S(t) in terms of operations on the spherical means
operator on any manifold without conjugate points.

A classic book on the relations between the wave equation and spherical means
is F. John [J].

4.2.10. Green’s functions. Another important operator is the Green’s func-
tion of the Helmholtz equation, that is, a distribution G satisfying

(4.37) (∆ + λ2)G(λ, x, y) = δy(x).

The Green’s function is not unique since one may add any homogeneous solution
of the Helmholtz equation to a Green’s function. In the simplest case of R3 there
are three standard choices of Helmholtz Green’s function:
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(4.38)



G0(λ, x, y) = −cos(λ|x− y|)
4π|x− y| (stationary),

G+(λ, x, y) = − eiλ|x−y|

4π|x− y| (outgoing),

G−(λ, x, y) = − e
−iλ|x−y|

4π|x− y| (incoming).

In general dimension n, the free outgoing Helmholtz Green’s function is given by

(4.39) G+(λ, x, y) =
i

4

(
λ

2π|x|

)n−2
2

H
(1)
n−2

2

(λ|x|).

Here, H
(1)
n−2

2

is the Hankel function of the first kind.

4.3. Flat torus Tn

A flat torus Tn = Rn/L is a compact quotient of Rn by a lattice L of full
rank such as L = Zn. Let x1, . . . , xn denote the usual Euclidean coordinates on
Rn. They are not globally well-defined on Tn, but the 1-forms dx1, . . . , dxn are.
Similarly the vector fields ∂

∂x1
, . . . , ∂

∂xn
are well-defined independent vector fields

on the torus. Define the dual symplectic coordinates ξj to the local coordinates
xj by expressing a covector as ξ =

∑
j ξj dxj . Then (x, ξ) are local symplectic

coordinates on T ∗Tn, i.e., the canonical symplectic form is σ =
∑
j dξj ∧ dxj .

Since the cotangent bundle T ∗Tn ' Tn×Rn is a trivial vector bundle, we may
define a Lagrangian torus Tξ ⊂ T ∗Tn by

(4.40) Tξ = {(x, ξ) : x ∈ Tn}.
(Recall in general a Lagrangian submanifold Λ ⊂ T ∗M is a submanifold of dimen-
sion n = dimM for which the restriction of the symplectic form σ|T∗Λ is zero.)
Under the natural projection π : T ∗M → M the submanifold projects diffeomor-
phically to the base, so we have

(4.41) π : Tξ ' Tn = Rn/L.

The symbols ξ1, . . . , ξn of the differential operators D1, . . . , Dn with Dj = 1
i
∂
∂xj

generate a Hamiltonian Rn-action on T ∗Tn. The Hamilton vector fields are Ξj =
∂
∂xj

and generate translations in the base. The ξj are conserved quantities. In

fact the joint Hamiltonian flow of the Ξj generates a Hamiltonian torus action
exp t1Ξ1 ◦ · · · ◦ exp tnΞn with periodic lattice L. The tori Tξ are orbits of this torus
action. The geodesic flow is the projection of the geodesic flow of T ∗Rn to T ∗Tn

and therefore has the same local expression (4.3) as in the case of Rn.
The Lagrangian torus Tξ is called an ‘invariant torus’ because it is invariant

under the geodesic flow Gt : Tξ → Tξ in the sense that a geodesic (x(t), ξ(t)) starting
at (x, ξ) ∈ Tξ stays on the torus Tξ. Recall that a geodesic in Tn is the projection

to the torus of the straight line x(0) + t ξ|ξ| in Rn under the covering map Rn → Tn.

The image of the straight line is a ‘winding line’ on Tn, and every geodesic in Tξ
is a translate of a single geodesic. If ξ = ` ∈ L, the winding line is the projection
of a line segment from 0 ∈ Rn to `, and is therefore a closed geodesic. Thus, all
geodesics on T` is periodic, and T` is sometimes called a ‘periodic torus.’
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The flat Laplacian commutes with the vector fields ∂
∂xj

so, on the flat torus

(which is compact), there exists an orthonormal basis of joint eigenfunctions given
by e2πi〈λ,x〉, where λ ∈ L∗ lies in the dual lattice L∗ to L. Recall that points of the
dual lattice are vectors λ̃ such that 〈λ, `〉 ∈ Z for ` ∈ L. The corresponding Laplace
eigenvalue is −(2π)2|λ|2, that is,

(4.42) (∆ + (2π)2|λ|2)e2πi〈λ,x〉 = 0.

As before, we denote the Laplacian eigenspace of eigenvalue −(2π)2|λ|2 by EL2πλ.
It is a subspace of L-periodic elements of the Euclidean eigenspace E2πλ defined in
(4.5). For a generic lattice L, the eigenvalue −(2π)2|λ|2 has multiplicity two and
EL2πλ is spanned by the two eigenfunctions e±2πi〈x,λ〉. In contrast, when L is an
arithmetic lattice such as Zn, then there exists a high multiplicity of eigenvalues. By
the exact formula (4.42) for the eigenvalues, the multiplicity is the number of lattice
points of the dual lattice L∗ lying on the surface of a Euclidean sphere of radius
(2π)2|λ|2. The multiplicities behave differently depending on the dimension n of the
torus Tn. Let −µ2

1 < −µ2
2 < · · · be distinct Laplacian eigenvalues. In dimension

n ≥ 5, the multiplicity of −µ2
k grows at the rate kn−2. In dimensions n ≤ 4 the

situation is more complicated. Under certain assumptions, the lattice points tend
to become uniformly distributed on the frequency sphere as the eigenvalue tends to
infinity. Since the main input is arithmetic rather than analytic we do not review
the results in this monograph and refer to [EH, DSP] for two relevant research
articles.

Recall the integral representation (4.6) for an eigenfunction. In the case of a flat
torus, the boundary distribution dT corresponding to e±2πi〈x,λ〉 is simply δ±2πλ.

Hence, these periodic eigenfunctions are not in E(2)
2πλ. General linear combinations∑

λ:|λ|=R e
i〈x,λ〉aλ with

∑ |aλ|2 = 1 of plane waves of a fixed eigenvalue for arith-

metic tori exhibit complicated behavior that has been studied by D. Jakobson [J],
N. Anantharaman and F. Macia [AM] and Hezari-Riviere [HR] (among others).
They prove that the projections of the Wigner distributions to the base of any
sequence of eigenfunctions is diffuse.

A flat torus is a model of quantum complete integrability, which pertains mainly
to the joint eigenfunctions. A key feature of the joint eigenfunctions is that they
have the form a(x)eiS(x)/h with h = |λ|−1. Such functions are known as WKB
modes or Lagrangian states. Notice that the ‘phase function’ S(x) = 〈x, λ|λ| 〉 has

the property

(4.43) graph(dS) := {(x, dS(x)) : x ∈ Tn} =

{
(x, ξ) : ξ =

λ

|λ|

}
.

We therefore say that S is the generating function of the Lagrangian torus {(x, ξ =
λ
|λ| )} in T ∗(Tn). By earlier discussion, the Lagrangian tori corresponding to joint

eigenfunctions are those of the form Tλ where λ ∈ L∗. These tori and their gen-
eralizations are known as Bohr-Sommerfeld tori. They are dual in a sense to the
periodic tori T`.

4.4. Spheres Sn

In this section we consider eigenfunctions and geodesic flow on the standard unit
sphere Sn. The isometry group of Sn is the orthogonal group O(n+1) of isometries
of Rn+1 which fix the origin. The orthogonal group is a matrix group with elements
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A ∈ GL(n+1,R) such that AtA = I. Equivalently, such matrices satisfy 〈Ax,Ay〉 =
〈x, y〉 for all x, y ∈ Rn+1. The special orthogonal group SO(n + 1) ⊂ O(n + 1) is
the subgroup of matrices with detA = 1, i.e, the group of rotations. The isometry
group acts transitively on the sphere and the isotropy subgroup of the north pole
is SO(n − 1). Hence Sn = SO(n)/SO(n − 1). The geodesics of Sn are the great
circles centered at 0 ∈ Rn+1. All of the geodesics are closed and the geodesic flow
is periodic of period 2π.

We now consider the quantum picture, described in quantum mechanics texts
as the theory of ‘angular momentum’. Under the identification Rn+1 ' R+ × Sn,
the Euclidean Laplacian can be written in polar coordinates (r, ω) as

(4.44) ∆Rn+1 =
∂2

∂r2
+
n− 1

r

∂

∂r
+

1

r2
∆Sn .

Here, ∆Sn is the metric Laplacian on the sphere with the usual round metric. It is
often written |L|2 in physics texts.

Spherical harmonics are eigenfunctions of ∆Sn . Let P (x) = P (x1, . . . , xn+1)
be a polynomial on Rn+1, then recall

• P is a homogeneous of degree k if P (rx) = rkP (x). We denote the space
of such polynomials by P`. A basis is given by the monomials

(4.45) xα = xα1
1 · · ·x

αn+1

n+1 , where |α| = α1 + · · ·+ αn+1 = `.

• P is a harmonic if ∆Rn+1P (x) = 0. We denote the space of harmonic
homogeneous polynomials of degree ` by H`.

• The restriction to Sn of a harmonic homogeneous (of degree `) polynomial
is a spherical harmonic (of degree `).

Every homogeneous polynomial can be decomposed into a sum of harmonic
homogeneous polynomials. Indeed, let Q ∈ P`, then

(4.46) Q(x) = P0(x) + |x|2P1(x) + · · ·+ |x|2`P`(x),

where Pj is a homogeneous harmonic polynomial of degree k − 2j for j = 0, . . . , `.
Now suppose that P ∈ H` is a homogeneous harmonic polynomial of degree ` on
Rn+1. Then, writing everything in polar coordinates, it follows from the definitions
that

(4.47) 0 = ∆Rn+1P =

(
∂2

∂r2
+
n− 1

r

∂

∂r

)
r`P (ω) +

1

r2
∆SnP (ω),

thereby implying

(4.48) ∆SnP |Sn = −(`(`− 1) + (n− 1)`)P |Sn = −`(`+ n− 2)P |Sn .
This shows that the restriction of P ∈ H` to the unit sphere (i.e., a spherical
harmonic of degree ` by definition) is an eigenfunction of ∆Sn with eigenvalue
−`(`+ n− 2).

Theorem 4.9. Let H` denote the space of spherical harmonics of degree `, then
L2(Sn) =

⊕∞
`=0H` is a direct sum of orthogonal subspaces of dimensions

(4.49) dimH` =

(
n+ `− 1

n− 1

)
+

(
n+ `− 3

n− 1

)
.

We only give a brief sketch of the proof. Orthogonality of H` is obvious be-
cause they are distinct eigenspaces of a self-adjoint operator. Thanks to our earlier
observation (4.46), every homogeneous polynomial restricted to Sn can be written
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as the sum of restrictions of harmonic polynomials. Thus, to establish the spanning
property it suffices to show that the restrictions of harmonic polynomials are dense.
This follows from the Stone-Weierstrass theorem.

theo In particular when n = 3 the eigenvalues are −`(` + 2) = −(` + 1)2 + 1
and the multiplicity is `2.

The operator N whose eigenvalue on H` is ` is known as the degree operator.
Consider S3 where the eigenvalue of ∆ is −(` + 1)2 + 1. Then ∆ − I is a perfect
square and we define

A =
√
−∆ + I.

Then the eigenvalues of A are `+ 1 so

N = A− I.
In general,

A =

√
−∆ + (

n− 1

2
)2.

A key object in the theory of spherical harmonics is the orthogonal projector

(4.50) Π` : L2(Sn)→ H`
whose Schwartz kernel Π`(x, y) is defined by

(4.51) Π`f(x) =

∫
Sn

Π`(x, y)f(y) dS(y).

Here, f is any L2 function on the sphere and dS is the standard surface measure. We
note that the along diagonal Π`(x, x) = C` is a constant because it is rotationally
invariant and O(n+ 1) acts transitively on Sn. Indeed, by integrating we find

(4.52) Π`(x, x) =
dimH`
Vol(Sn)

.

4.4.1. Special case: the 2-sphere S2. On spheres of any dimension there
exists a special orthonormal basis of so-called weight vectors, a term from repre-
sentation theory. It is easiest to explain when n = 2. Recall that the Lie algebra
of SO(3) is generated by the vector fields
(4.53)

L1 = i

(
x3

∂

∂x2
− x2

∂

∂x3

)
, L2 = i

(
x1

∂

∂x3
− x3

∂

∂x1

)
, L3 = i

(
x2

∂

∂x1
− x1

∂

∂x2

)
.

Put

(4.54) |L|2 := L2
1 + L2

2 + L2
3,

then |L|2 = ∆S2 is precisely the Laplacian on the sphere and

(4.55) ∆R3 =
1

r2

∂

∂r
(r2 ∂

∂r
)− 1

r2
|L|2.

The subgroup SO(2) ⊂ SO(3) of rotations around the x3-axis commutes with
the Laplacian. We denote its infinitesimal generator by L3 = 1

i
∂
∂θ . The ‘special’

orthonormal basis we alluded to earlier consists of the joint eigenfunctions Y m` of
|L|2 and of L3 satisfying

(4.56)


∆S2Y m` = −`(`+ 1)Y m`

1

i

∂

∂θ
Y m` = mY m` .
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(4.57) Y m` (ϕ, θ) =

√
(2`+ 1)

(`−m)!

(`+m)!
Pm` (cosϕ)eimθ,

where

(4.58) Pm` (cosϕ) =
1

2π

∫ 2π

0

(i sinϕ cos θ + cosϕ)`e−imθdθ

are the Legendre polynomials.

(4.59) Pm` (x) =

√
(2`+ 1)

(`−m)!

(`+m)!

1

2``!
(1− x2)−

m
2
d`−m

dx`−m
(x2 − 1)`.

Under this orthonormal basis, the kernel of the spectral projection Π: L2(S2)→ H`
is thus

(4.60) Π`(x, y) =
∑
m

Y m` (x)Y m` (y).

4.4.2. From Poisson integral to half-wave kernel. We recall that the
Poisson integral formula for the unit ball is:

u(x) = −
∫
Sn

1− |x|2
|x− ω′|2 f(ω′)dS(ω′).

Write x = rω with |ω| = 1 to get:

P (r, ω, ω′) =
1− r2

(1− 2r〈ω, ω′〉+ r2)
n+1

2

.

A second formula for u(rω) is

u(r, ω) = rA−
n−1

2 f(ω) = e−t(A−
n−1

2 )f(ω),

where A =
√
−∆ + (n−1

2 )2 and where t = log 1
r . Thus, harmonic extension is

written as an evolution equation with generator A − n−1
2 .1 This follows from by

writing the equation ∆Rn+1u = 0 as an Euler equation:(
r2 ∂

2

∂r2
+ nr

∂

∂r
−∆Sn

)
u = 0.

Another explanation is that on the space HN of spherical harmonics of degree N on
Sn, the harmonic extension is simply the homogeneous extension as a polynomial
of degree N , i.e. by rN . But A|HN = N + n−1

2 . For instance, in dimension 2,

−∆|HN = N(N + 1) = (N + 1
2 )2 − 1

4 , so A− 1
2 = N .

The Poisson operator kernel with r = e−t is given by

P (t, ω, ω′) = Cn
sinh te−(n−1)t

(cosh t−cos r(ω,ω′))
n+1

2

.

It follows that

e−tA = Cn sinh t(cosh t− cos r(ω, ω′))−
n+1

2 .

1It resembles a heat equation but the generator is roughly
√
−∆ rather than −∆. It is a jump

process rather than a continuous one.
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Note that U(t) = eitA, resp. P (t) = e−tA has the Schwartz kernel

∞∑
N=0

eit(N+n−1
2 )ΠN (ω, ω′), resp.

∞∑
N=0

e−t(N+ n−1
2 )ΠN(ω, ω′),

where ΠN : L2(Sn)→ HN . Thus, the P (t) = U(it) for t > 0. The Schwartz kernel
of U(t) is thus obtained by analytically continuing the Poisson kernel in time. For
t > 0, P (t + iτ) is a smoothing operator, but its boundary value at t = 0 is the
distributional kernel U(τ). We thus have,

Proposition 4.10.

eitA = limε→0+ Cni sin t(cosh ε cos t− i sinh ε sin t− cos r(ω, ω′)−
n+1

2

= limε→0+ Cni sinh(it− ε)(cosh(it− ε)− cos r(ω, ω′)−
n+1

2 .

If we formally put ε = 0 we obtain:

eitA = Cni sin t(cos t− cos r)−
n+1

2 .

This expression is singular when cos t = cos r and only well-defined if we recall that
it is the distribution boundary value above. We note that r ∈ [0, π] and that it is
singular on the cut locus r = π. Also, cos : [0, π] → [−1, 1] is decreasing, so the
wave kernel is singular when t = ±r if t ∈ [−π, π].

When n is even, the expression appears to be pure imaginary but that is because
we need to regularize it on the set t = ±r. When n is odd, the square root is real
if cos t ≥ cos r and pure imaginary if cos t < cos r.

We see that the kernels of cos tA, sin tA
A are supported inside the light cone

|r| ≤ |t|. On the other hand, eitA has no such support property (it has infinite
propagation speed). On odd dimensional spheres, the kernels are supported on the
distance sphere (sharp Huyghens phenomenon).

4.4.3. Fundamental solution and Propagators on S3. Given the above
formula for eitA, we can read off the formula for the propagators. We only record
the formulae in dimension 3.

Proposition 4.11. On S3 for t > 0,

sin t
√
−(∆ + 1)√

(−(∆ + 1)
δy(x) =

δ(t− r)
4π sin t

, cos t
√
−(∆ + 1)δy(x) =

δ′(t− r)
4π sin r

In the next section we give a direct proof of the analogous formula on hyperbolic
space. By analogy with the Euclidean case, we define

Q(t, x, y) = cos t− cos r

on Sn × R. The first formula in the Proposition is equivalent to the fact that
E = δ(Q) is a fundamental solution on S3, the sum E = E++E− of the forward and
backward fundamental solutions. In fact, one may show directly that (2−1)δ(Q) =

δ0 where 2 = ∂2

∂2 −∆. This is done in the Remark at the end of the next section
on Hyperbolic space.
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4.4.4. Complete integrability of S2. Consider the operator R = (−∆ +
1
4 )

1
2 . It is easy to see that the standard spherical harmonics defined in (4.57) are

eigenfunctions of R with eigenvalues k + 1
2 . The operators R and L3 are first

order commuting pseudo-differential operators. Their joint spectrum is the shifted
semi-lattice (m, `+ 1

2 ) ⊂ R+ × R+.
The pair R,L3 is analogous to Dx1

, Dx2
on the flat torus. Yet there are some

interesting differences. Consider the ‘symbols’ R and L3. The symbol of R is the
metric norm function |ξ| while that of L3 is the so-called Clairaut integral pθ(x, ξ) =
〈ξ, ∂∂θ 〉. The pair (pθ, |ξ|) is called the moment map of the completely integrable

geodesic flow of S2. By the Cauchy-Schwarz inequality, |pθ(x, ξ)| ≤ | ∂∂θ | ≤ 1 when

|ξ| = 1. Hence the image of T ∗S2 under the moment map is a triangular cone in
R2 with vertex at the origin, central axis the y-axis and sides y = ±x in Cartesian
coordinates. Compare this to the image of T ∗T 2 under the moment map (ξ1, ξ2),
which is the whole of R2.

The inverse image of a point (x0, y0) ∈ R2 of the triangular region under the
moment map is the set of points (x, ξ) ∈ T ∗S2 such that (pθ(x, ξ), |ξ|) = (x0, y0).
It is easy to see that this inverse image is invariant under the x3-axis rotations
and under the geodesic flow (i.e., under the Hamiltonian flows of the components
of the moment map). Hence, it is a Lagrangian torus. In particular, the image
of T ∗S2 under the moment map has a boundary, corresponding singular points of
the moment map. The singular points are the unit vectors along the equatorial
geodesic, traversed in either of its two orientations. By contrast, the moment map
of T 2 is everywhere regular.

It is helpful (and accurate) to imagine Y m` and its joint eigenvalue (m, ` + 1
2 )

as corresponding to the torus with pθ(x, ξ) = m and |ξ| = `. If we rescale (by
homogeneity) back to S∗S2 this is pθ = m/k, which defines a 2-torus. For instance,
the central axis is pθ = 0 and that corresponds to longitudinal great circles, which
depart from the north pole, converge at the south pole and then return to the north
pole. This is the picture of zonal spherical harmonics.

4.4.5. Special spherical harmonics. We will see that inequalities involving
eigenfunctions are often saturated by zonal or highest weight spherical harmonics.
Recall the spectral projection kernel Π`(x, y). We L2-normalize this function by
dividing by the square root of

(4.61) ‖Π`(·, y)‖2L2 =

∫
Sn

Π`(x, y)Π`(y, x) dS(x) = Π`(x, x).

The resulting function

(4.62) Φx` (y) =
Π`(x, y)√
Π`(x, x)

.

is called the coherent state or zonal spherical harmonic. The ‘coherent state’ is
always the extremal for pointwise norm at y among eigenfunctions ϕλ ∈ Vλ
(4.63)

ϕλ(x) =

∫
M

Πλ(x, y)ϕλ(y)dy =⇒ |ϕλ(x)| ≤
√∫

M

|Πλ(x, y)|2dy =
√

Πλ(x, x) = |Φxλ(x)|.
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The zonal spherical harmonic constructed above is the same as

(4.64) Y 0
` (ϕ, θ) = Y 0

` (ϕ) =

√
(2`+ 1)

2π
P`(cosϕ).

Another important spherical harmonic is Y `` , which is the spherical harmonic
in H` with the largest eigenvalue of L3, or in other words the highest weight. It
corresponds to the boundary points of the triangular image of the moment map,
hence to the equatorial great circle.

Indeed, Y `` is the restriction of the harmonic polynomial (x1 + ix2)` up to
normalization. This polynomial is independent of x3 and is a holomorphic function
of x1 and x2 so it is certainly a harmonic homogeneous polynomial. Also, by its
form it clearly is largest on the unit circle in the (x1, x2) plane and tends to zero
as (x1, x2) → (0, 0). Hence on the sphere it defines a spherical harmonic which is
large on the equator and tends to zero at the poles.

Note that
(4.65)∫

R3

(x2
1 + x2

2)`e−(x2
1+x2

2+x2
3) dx1dx2dx3 = ‖(x1 + ix2)`||2L2(S2)

∫ ∞
0

r2`+2e−r
2

dr,

Converting the integral on the left-hand side to polar coordinates, we find

(4.66)

∫
R3

(x2
1 + x2

2)`e−(x2
1+x2

2+x2
3) dx1dx2dx3 =

∫ ∞
0

r2`+1e−r
2

dr.

It follows that

(4.67) ‖(x1 + ix2)`‖2L2(S2) =
Γ(`+ 1

2 )

Γ(`+ 1)
∼ `− 1

2 .

We define the normalized highest weight spherical harmonics (also known as Gauss-

ian beams) by the restriction of `
1
4 (x + iy)`. It achieves its L∞ norm at (1, 0, 0)

where it has size `
1
4 . In general, Gaussian beams on Sn are transverse Gaussian

bumps which are concentrated on λ−
1
2 tubes around closed geodesics and have

height λ
n−1

4 .

4.5. Hyperbolic space and non-Euclidean plane waves

The most natural analogue of the sphere Sn for constant curvature −1 is hy-
perbolic space Hn, a globally symmetric space. In this section we review a natural
basis of eigenfunctions which are analogous to plane waves in Euclidean space.
There is also a joint basis of spherical eigenfunctions, i.e., joint eigenfunctions for
rotations around the origin and the Laplacian. Hyperbolic is substantially more
complicated than Sn due to the fact that it is of infinite volume. We stick to the
Hyperbolic plane n = 2 because the representation theory is substantially simpler.

4.5.1. Hyperbolic plane H2. Hyperbolic surfaces are uniformized by the
hyperbolic plane H2 or disc D. In the disc model D = {z ∈ C : |z| < 1}, the
hyperbolic metric has the form

ds2 =
4|dz|2

(1− |z|2)2
.

The group of orientation-preserving isometries can be identified with PSU(1, 1)
acting by Möbius transformations; the stabilizer of 0 is K ' SO(2) and thus we
will often identify D with SU(1, 1)/K. Computations are sometimes simpler in the
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H2 model, where the isometry group is PSL(2,R). We therefore use the general
notation G for the isometry group, and G/K for the hyperbolic plane, leaving it to
the reader and the context to decide whether G = PSU(1, 1) or G = PSL(2,R).

We denote by B = {z ∈ C : |z| = 1} the boundary at infinity of D. The unit
tangent bundle SD of the hyperbolic disc D is by definition the manifold of unit
vectors in the tangent bundle TD with respect to the hyperbolic metric. We may,
and will, identify SD with the unit cosphere bundle S∗D by means of the metric.
We will make a number of further identifications:

• SD ≡ PSU(1, 1). This comes from the fact that PSU(1, 1) acts freely
and transitively on SD. Similarly, if we work with the upper half plane
model H2, we have SH2 ≡ PSL(2,R). We identify a unit tangent vector
(z, v) with a group element g if g · (i, (0, 1)) = (z, v). We identify SD,
SH2, PSU(1, 1), and PSL(2,R). In general, we work with the model
which simplifies the calculations best. According to a previous remark,
SD, PSU(1, 1) and PSL(2,R) will often be designated by the letter G.

• SD ≡ D × B. Here, we identify (z, b) ∈ D × B with the unit tangent
vector (z, v), where v ∈ SzD is the vector tangent to the unique geodesic
through z ending at b.

The geodesic flow Gt on SD is defined by Gt(z, v) = (γv(t), γ
′
v(t)) where γv(t)

is the unit speed geodesic with initial value (z, v). The space of geodesics is the
quotient of SD by the action of Gt. Each geodesic has a forward endpoint b and
a backward endpoint b′ in B, hence the space of geodesics of D may be identified
with B ×B \∆, where ∆ denotes the diagonal in B ×B: To (b′, b) ∈ (B ×B) \∆
there corresponds a unique geodesic γb′,b whose forward endpoint at infinity equals
b and whose backward endpoint equals b′.

We then have the identification

SD ≡ (B ×B \∆)× R.

The choice of time parameter is defined – for instance – as follows: The point
(b′, b, 0) is by definition the closest point to 0 on γb′,b and (b′, b, t) denotes the point
t units from (b′, b, 0) in signed distance towards b.

4.6. Dynamics and group theory of G = PSL(2,R)

We recall the group theoretic point of view towards the geodesic and horocycle
flows on the unit cotangent bundle S∗XΓ of XΓ = Γ\X. As stated above, it is
equivalent to work with G = PSU(1, 1) or G = PSL(2,R); we choose the latter.
Our notation follows [L, AZ] (see also [K, Hel2]) except for the normalization of
the metric. The generators of the Lie algebra sl(2,R) are denoted by

(4.68) H =

(
1 0
0 −1

)
, V =

(
0 1
1 0

)
, W =

(
0 −1
1 0

)
.

The associated one parameter subgroups are denoted by A,A−,K. Let

(4.69) E+ = H + iV and E− = H − iV

be the raising/lowering operators for K-weights. The Casimir operator is then
given by 4Ω = H2 + V 2 −W 2. On K-invariant functions, the Casimir operator
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coincides with the metric Laplacian. We also put

(4.70) X+ =

(
0 1
0 0

)
and X− =

(
0 0
1 0

)
and denote the associated subgroups by N,N−.

In the identification SD ≡ G, the geodesic flow is given by the right action of
the group A of diagonal matrices, that is, Gt(g) = gat where

(4.71) at =

(
et/2 0

0 e−t/2

)
.

The action of the geodesic flow is closely related to that of the horocycle flow
(hu)u∈R. The horocycle flow is defined by the right action of N , that is, by hu(g) =
gnu where

(4.72) nu =

(
1 u
0 1

)
.

4.7. The Hyperbolic Laplacian

In hyperbolic polar coordinates centered at the origin, the Laplacian is the
operator

(4.73) ∆ =
∂2

∂r2
+ coth r

∂

∂r
+

1

sinh2 r

∂2

∂θ2
.

The distance on D induced by the Riemannian metric will be denoted dD. We
denote the volume form by dVol(z).

There are standard notations for writing the eigenvalue of ∆:

(4.74) λ2 =


λ2
r =

1

4
+ r2

λ2
s = s(1− s) where s =

1

2
+ ir.

The reason for introducing λr is to shift the bottom of the spectrum 1
4 of ∆ on D

to the origin. The reason for the second is that the parameter s parametrizes the
irreducible representations of G (see [L, K]). We also put R = (−∆ + 1

4 )
1
2 and

U t = eitR the wave operator of D.
As in the Euclidean case we consider the space

(4.75) Es = {f ∈ S ′(Hn) : ∆f = s(1− s)f}
of temperate eigenfunctions. The definition of ‘temperate’ is more involved in
the Euclidean case since the volume of balls is exponentially growing. Schwartz
functions on G were first defined by Harish-Chandra; the definition was extended
to D = G/K by Eguchi and his collaborators [Eg]. Identifying the hyperbolic disc
with G/K, a function f belongs to the Schwartz space Cp(G/K) (for 0 < p ≤ 2) if
and only if it is a right-K-invariant smooth function on G satisfying

(4.76) sup
g∈G

ϕ0(gK)−2/p(1 + d(gK, 0))q|L1L2f(g)| < +∞

for any q > 0 and for any differential operators L1, L2 on G that are respectively
left- and right-invariant. Here 0 ∈ G is the identity element and ϕ0 is the spherical
function onG/K, which satisfies ϕ0(z) � d(z, 0)e−d(z,0)/2 as the hyperbolic distance
d(z, 0)→ +∞. Functions on Cp(G/K) are, in particular, in Lp (they are sometimes
called Schwartz functions of Lp-type).
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4.8. Wave kernel and Poisson kernel on Hyperbolic space Hn

Hn is the symmetric space G/K where G = SO(1, n)0 and K = SO(n). In
geodesic polar coordinates centered at any point y, the meteric has the form

g = dr2 + sinh2 rgSn−1

and the Riemannian volume form is

dVol = Cn(sinh r)n−1drdω

and the Laplace operator is

∆ = ∂2
r + (n− 1) coth r∂r + sinh r−2∆Sn−1 .

Also, the gradient is

∇ =
∑
i,j

gij
∂

∂xi
ej =

∂|
∂r

+G∇ω.

In hyperbolic polar coordinates centered at the origin, the Laplacian is the
operator

∆ =
∂2

∂r2
+ coth r

∂

∂r
+

1

sinh2 r

∂2

∂θ2
.

It is known that the spectrum of ∆ + 1 is [0,∞].

4.8.1. Sine wave kernel. Let n = 3 and consider the sine wave kernel S(t)
for ∆ + 1 on H3. As in the Eucliean case, let E = E+ + E− be the fundamental
solution where E± is the forward/backward fundamental solution.

Proposition 4.12. Let Q = cosh t− cosh r. Then:

• E = δ(Q), where

〈δ(Q), ϕ〉 = C3[

∫
H3

ϕ(x, r)
sinh2 rdrdtddω

sinh r
+

∫
H3

ϕ(x,−r) sinh2 rdrdtddω

sinh r
.]

• For t > 0,

E+ =
sin t

√
−(∆ + 1)√

(−(∆ + 1)
δy(x) =

δ(t− r)
4π sinh t

, cos t
√
−(∆ + 1)δy(x) =

δ′(t− r)
4π sinh r

Proof. The Laplacian of H3 is

∆ = x2
3∆0 − x3

∂

∂x3
,

and in geodesic normal coordinates it is

∆ = ∂2
r + 2 coth r∂r + sinh r−2∆S2 .

Since H3 is a symmetric space, the fundamental solutions E± is a function only of
(t, r) (verify!) so a fundamental solution must solve

[∂2
r + 2 coth r∂r − 1]E = δ0.

Here, δ0 is the delta-function with respect to the volume form, i.e.

〈δ0, ψ〉 = ψ(0) =

∫
H3×R

δ0(t, r)ψ(r, t) sinh2 rdrdωdt.

Let y ∈ H3. The set Cy := {(x, t) : cosh r(x, y)−cosh t = 0} = {(x, t) : r(x, y) =
|t|} is called the characteristic conoid based at y and will appear again later on.
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The conoid may be parametrized by points x of H3 with t = ±r(x, y) giving the
upper and lower sheets of the conoid.

In the case of Q = cosh t − cosh r, (4.33) (with dVol = C3 (sinh r)2drdω
replacing dx) gives the stated expression for 〈δ(Q), ϕ〉.
We did not cancel the common factors of sinh r to clarify the use of Lemma 4.33.

We denote the first term by δ+(ϕ) and the second by δ−(ϕ). The first term
above is therefore

δ+(ϕ) = 〈E+, ϕ〉 := C3[

∫
H3

ϕ(x, r)
sinh2 rdrdtddω

sinh r
.

Similarly for the second. The main point is to show that

(4.77) (2− 1)E+ = 2πδ0.

Hence E+ is a fundamental solution supported in the forward conoid. Similarly for
E− in the backward conoid.

We first show that

(4.78) 2δ0(Q) = Cδ(Q), on H3\{y}.
As before, we use that

2f(Q) = f ′′(Q)∇Q · ∇Q+ f ′(Q)2Q,

where the dot product is Lorentzian. Noting that (cosh2 t− cosh2 r) = Q(cosh t+
cosh r), we have

(i) ∇Q · ∇Q = (sinh tdt,− sinh rdr) · (sinh tdt,− sinh rdr)

= sinh2 t− sinh2 r = Q(cosh t+ cosh r),

(ii) 2Q = [ ∂
2

∂t2 − ∂2
r − 2 coth r∂r](cosh t− cosh r)

= cosh t+ cosh r + 2 coth r sinh r = cosh t+ 3 cosh r.

Hence,

2δ(Q) = δ′′(Q)Q(cosh t+ cosh r) + δ′(Q)(cosh t+ 3 cosh r).

Since tδ′′(t) = −2δ′(t), we have

δ′′(Q)Q(cosh t+ cosh r) = (cosh t+ cosh r)(−2δ′(Q) = −2Qδ′(Q)− 4 cosh δ′(Q)).

Next, write (cosh t+ 3 cosh r) = Q+ 4 cosh r. Then,

δ′(Q)(cosh t+ 3 cosh r) = Qδ′(Q) + 4 cosh rδ′(Q).

It follows that

2δ(Q) = −2Qδ′(Q)− 4 cosh δ′(Q)) +Qδ′(Q) + 4 cosh rδ′(Q)

= −Qδ′(Q) = δ(Q).

This concludes the proof that (2− 1)δ(Q) = 0 on H3 − {y}.
It follows that (2− 1)δ(Q) is a distribution supported at {y} and is therefore

a linear combinations of derivatives of δy, which we write as δ0(t, r, ω) in normal
coordinates. If we Taylor expand the coefficients of 2 around 0 in (t, r) it becomes
the Euclidean 2 and the homogeneity calculations in that case also imply that
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(2−1)δ(Q) = cδ0. The value of c can be calculated from a convenient test function,
as in the Euclidean case.

�

Remark 4.13. In the case of S3, one analytically continues the equations above,
replacing cosh r by cos r and so on. The main change is that second derivatives
reverse signs of cos t, cos r. In this case, we get

(i) ∇Q · ∇Q = sin2 t− sin2 r = −(cos2 t− cos2 r) = −Q(cos t+ cos r),

(ii) 2Q = [ ∂
2

∂t2 − ∂2
r − 2 cot r∂r](cos t− cos r)

= − cos t− cos r − 2 coth r sinh r = − cos t− 3 cosh r.

Since all signs reverse, we get (2 + 1)δ(Q) = Cnδ0.

4.8.2. Poisson kernel and wave kernel. We obtain the wave kernel on
hyperbolic space by analytic continuation of the wave kernel of sin tA

A on the sphere:

Proposition 4.14. The Poisson kernel e−tA on hyperbolic space with

A =

√
∆− (

n− 1

2
)2

is

(4.79) U(iτ, x, y) = sinh τ (cosh(τ + i0)− cosh r)
−n+1

2 .

The right side is by definition

lim
ε→0+

−2CnIm(cos(it− ε)− cosh r)−
n−1

2 .

Taylor [T1] proves this formula by analytic continuation of the standard for-
mula for spheres of all radii R or equivalently, for spheres of all curvatures K > 0.
To be more precise, we just consider the radial parts of the Laplacians of the vari-
ous metrics. A ball of radius R is the dilate by R of the unit ball and the metrics
are related by the dilation. The radial part of the Laplacian ∆Sn(R) of radius R
is obtained by dilation. One then checks that the radial part of the Laplacian for
hyperbolic space Hn is the analytic continuation in R of the radial part for Sn(R)
when K → −1. This implies that the fundamental solutions must also be analytic
in the parameter K.

4.8.3. Wave equation and spherical means. On hyperbolic space, the
spherical means operator is defined by

Mrf(x) = −
∫
Sr(x)

f(y)dS(y),

where dS is the Riemannian surface measure on the sphere Sr(x) in the hyperbolic
metric.

One then has the following formulae for the solution of the modified wave
equation (cf. [Hel2, GN])(2 + (

n− 1

2
)2)u(x, t) = 0,

u(x, 0) = ϕ(x), ut(x, 0) = ψ(x).
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Let

Nr
m,kf(x) = (

∂

∂ cosh r
)m(Mrf(x) sinhk(t)).

Proposition 4.15. When n ≥ 3 is odd,

u(x, t) = Cn

(
∂

∂t
N t
n−3

2 ,n−2
ϕ(x) +N t

n−3
2 ,n−2

ψ(x)

)
,

where Cn = 1
(n−2)! .

When n is even,

1

2

∫ t

0

u(x, s) + u(x,−s)√
cosh s− cosh r

ds = CnN
t
n−2

2 ,n−2
ϕ(x).

4.9. Poisson kernel

Following [Hel1, Hel2], we denote by 〈z, b〉 the signed distance to 0 of the
horocycle through the points z ∈ D and b ∈ B. Equivalently,

e〈z,b〉 =
1− |z|2
|z − b|2 = PD(z, b),

where PD(z, b) is the Poisson kernel of the unit disc. (We caution that e〈z,b〉 is
written e2〈z,b〉 in [Hel1, Hel2]). We denote Lebesgue measure on B by |db|, so
that the harmonic measure issued from 0 is given by PD(z, b)|db|. A basic identity
(cf. [Hel1]) is that

(4.80) 〈g · z, g · b〉 = 〈z, b〉+ 〈g · 0, g · b〉,

which implies

(4.81) PD(gz, gb) |d(gb)| = PD(z, b) |db|.

We represent the elements of Es with s = 1
2 + ir by non-Euclidean Poisson

integrals analogous to (4.6),

(4.82) ϕr(x) =

∫
Sn−1

e( 1
2 +ir)〈z,b〉dT (b) ∈ Eλ

where dT ∈ D′(B). (Recall that B denotes the boundary of D.)

As before there exists a subspace E(2)
s on which one can define a Hilbert inner

product, namely those for which dT ∈ L2(B). One then defines the norm to be the
usual L2(S1) norm of dT (b). The elements of finite norm define the Hilbert space

E(2)
λ . The orthogonal projection onto E(2)

s is given by the non-Euclidean Bessel
kernel,

(4.83) Es(z, w) =

∫
B

e( 1
2 +ir)〈z,b〉e−( 1

2 +ir)〈w,b〉db,

i.e. by convolution with the spherical function. Then E(2)
s are irreducible unitary

representations of G.
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4.10. Spherical functions on H2

The spherical functions on D = H2 are analogues of the spherical harmonics
Y m` on the 2-sphere. They are joint eigenfunctions of ∆ and of K, the rotations
fixing the origin. Thus,

(4.84)


∆H2Φms = s(1− s)Φms ,
1

i

∂

∂θ
Φms = mΦms .

The spherical functions with s = 1
2 +ir have the Poisson integral representation

(4.85) Φms (z) =

∫
B

e( 1
2 +ir)〈z,b〉bm db.

Here s = 1
2 + ir. In particular the analogue of the zonal spherical harmonic is the

spherical function,

(4.86) ϕs(z) := Φ0
s(z) =

∫
B

e( 1
2 +ir)〈z,b〉 db.

Since ϕs is the analogue of the zonal spherical harmonic, it is plausible that this
sequence (in s) of eigenfunctions should be the extremal for the sup norm func-
tional. The analogy to the compact S2 is not complete since neither ϕs nor any
eigenfunction contributing to the spectrum of ∆ on H2 is L2-normalized. Studying
random ‘hyperbolic plane waves’ or extremals for norms is in the infinite volume
setting remains relatively unexplored.

4.11. The non-Euclidean Fourier transform

The hyperbolic plane waves e(r,b)(z) = e( 1
2 +ir)〈z,b〉 are hyperbolic analogues of

Euclidean plane waves ei〈x,ξ〉 and give rise to a non-Euclidean Fourier transform
[Hel1, Hel2]. The non-Euclidean Fourier transform is a unitary operator

(4.87) F : L2(D, dV )→ L2(R+ × ∂D, dp(λ)⊗ db)
defined by

(4.88) Fu(r, b) =

∫
D

e( 1
2−ir)〈z,b〉u(z) dVol(z).

The hyperbolic Fourier inversion formula is given by

(4.89) u(z) =

∫
∂D

∫
R
e( 1

2 +ir)〈z,b〉Fu(r, b)r tanh(2πr) dr|db|.

The measure r tanh(2πr)dr|db| is the Plancherel measure for G = PSU(1, 1), which
henceforth we denote by dp(λ). In general, for E ∈ S ′(B × R+), we write

(4.90) F−1E(z) =

∫
∂D

∫
R
e( 1

2 +ir)〈z,b〉E(b, r)r tanh(2πr) dr|db|.

4.12. Hyperbolic cylinders

The simplest hyperbolic quotients are defined by cyclic subgroups of G. If
the group is generated by a hyperbolic element one obtains a hyperbolic surface
of revolution, H2/〈γ〉 where γ is a hyperbolic element and 〈γ〉 is the cyclic group
it generates. This surface is uniformized as the region between two half circles
orthogonal to the real axis in the upper half plane. One can also choose γ to be
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a parabolic element and obtain a different hyperbolic surface of revolution which
is uniformized as a vertical strip. These surfaces of revolution are not symmetric
spaces but they do have quantum integrable Laplacians and by separating variables
one obtains model eigenfunctions that correspond more closely to Gaussian beams
on S2 than to eigenfunctions on H2. Hence, H2/〈γ〉 is another good analogue of
S2.

4.13. Irreducible representations of G

The non-trivial irreducible representations of G come in three families, the
principal series, the complementary series and the discrete series. We briefly review
the definitions (see [K, L] for background).

The principal series P+
ir are realized on the Hilbert space L2(R) by the action

(4.91) P±ir
(
a b
c d

)
f(x) = | − bx+ d|−1−2irf

(
ax− c
−bx+ d

)
.

The unique normalized K-invariant vector of Pirj is a constant multiple of

fir,0(x) = (1 + x2)−( 1
2 +ir).

The complementary series representations are realized on L2(R, B) with inner prod-
uct

〈Bf, f〉 =

∫
R×R

f(x)f(y)

|x− y|1−2u
dxdy

and with action

(4.92) Cu
(
a b
c d

)
f(x) = | − bx+ d|−1−2uf

(
ax− c
−bx+ d

)
.

When asymptotics as |rj | → ∞ are involved, we may ignore the complementary
series representations and therefore do not discuss them in detail.

Let C+ = {z ∈ C : Imz > 0}. Then D+
m is realized on the Hilbert space

(4.93) H+
m =

{
f holomorphic on C+ and

∫
C+

|f(x, y)|2ym−2dxdy <∞
}

with the action

(4.94) D+
m

(
a b
c d

)
f(z) = (−bz + d)−mf

(
az − c
−bz + d

)
.

The lowest weight vector of D+
m in this realization is (z + i)−m.

4.14. Compact hyperbolic quotients XΓ = Γ\H2

Let Γ ⊂ G be a discrete co-compact subgroup, that is, Γ\G is compact. It may
be identified with the unit tangent or cotangent bundle S∗XΓ of XΓ = Γ\H2.

The closed orbits of the geodesic flow Gt on the quotient Γ\G are denoted
{γ} and are in one-to-one correspondence with the conjugacy classes of hyperbolic
elements of Γ; see for instance [McK]. We denote by Gγ , respectively Γγ , the
centralizer of γ in G, respectively Γ. The group Γγ is generated by an element γ0

which is called a primitive hyperbolic geodesic. The length of γ is denoted Lγ > 0
and means that γ is conjugate, in G, to

(4.95) aγ =

(
eLγ/2 0

0 e−Lγ/2

)
.
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If γ = γk0 is a power some some primitive γ0, then we call Lγ0
the primitive length

of the closed geodesic γ.

4.15. Representation theory of G and spectral theory of ∆ on compact
quotients

The representation theory of L2(Γ\G) is intimately related to the spectral the-
ory of ∆. We briefly review the results in the case where the quotient is compact
(cf. [K, L]).

In the compact case, we have the decomposition into irreducibles,
(4.96)

L2(Γ\G) =

S⊕
j=1

Cirj ⊕
∞⊕
j=0

Pirj ⊕
∞⊕

m = 2, m even

µΓ(m)D+
m ⊕

∞⊕
m = 2, m even

µΓ(m)D−m,

where Cirj denotes the complementary series representation, respectively Pirj de-
notes the unitary principal series representation, in which Ω equals sj(1 − sj) =
1
4 + r2

j . In the complementary series case, irj ∈ R while in the principal series

case irj ∈ iR+. The irreducibles are indexed by their K-invariant vectors {ϕirj},
which is assumed to be the given orthonormal basis of ∆-eigenfunctions. Thus, the
multiplicity of Pirj is the same as the multiplicity of the corresponding eigenvalue
of ∆.

Further, D±m denotes the holomorphic (respectively anti-holomorphic) discrete
series representation with lowest (respectively highest) weight m, and µΓ(m) de-
notes its multiplicity; it depends only on the genus of XΓ. We denote by ψm,j
(j = 1, . . . , µΓ(m)) a choice of orthonormal basis of the lowest weight vectors of

µΓ(m)D+
m and write µΓ(m)D+

m = ⊕µΓ(m)
j=1 D+

m,j accordingly.

By an automorphic (τ,m)-eigenfunction, we mean a Γ-invariant joint eigen-
function

(4.97)

Ωστ,m = −
(1

4
+ τ2

)
στ,m,

Wστ,m = imστ,m.

of the Casimir Ω and the generator W of K = SO(2).
We note that the K-weights in all irreducibles are even. Lowest weight vectors

of D+
m correspond to (holomorphic) automorphic forms of weight m for Γ in the

classical sense of holomorphic functions on H satisfying

(4.98) f(γ · z) = (cz + d)mf(z), γ =

(
a b
c d

)
∈ Γ.

A holomorphic form of weightm defines a holomorphic differential of type f(z)(dz)
m
2 .

Forms of weight n in Pir, Cu,D±ir always correspond to differentials of type (dz)
n
2 .

Forms of odd weights do not occur in L2(Γ\PSL(2,R)).

4.16. Appendix on the Fourier transform

For f ∈ L1(Rn, dx), the Fourier transform is the bounded continuous function
defined by

(4.99) Ff(ξ) = f̂(ξ) =

∫
Rn
e−i〈x,ξ〉f(x)dx.
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We recall that Schwartz space S(Rn) is the class of functions such that, for all
α, β,

sup
x
|xαDβf(x)| ≤ Cα,β <∞.

Here, Dj = 1
i
∂
∂xj

and Dβ = Dβ1

1 · · ·Dβn
n .

Lemma 4.16. F : S → S continuously and FDjϕ = ξjFϕ. Also, Fxjϕ =
−DjFϕ.

The proof is by explicit calculation and integration by parts. One can integrate
by parts and pass derivatives under the integral sign because of the rapid decay
and smoothness of the integrand.

Lemma 4.17 ([Ho], Lemma 7.1.4). Suppose that T : S → S is a linear map
such that for all ϕ ∈ S,

(4.100) TDjϕ = DjTϕ, Txjϕ = xjTϕ, j = 1, . . . , n,

then Tϕ = cϕ for some constant c.

Proof. If ϕ ∈ S and ϕ(y) = 0 then (by Taylor’s formula) there exist ϕj ∈ S
such that

(4.101) ϕ(x) =
∑
j

(xj − yj)ϕj(x).

Then

(4.102) Tϕ(x) =
∑
j

(xj − yj)Tϕj(x) = 0 if x = y.

It follows that

(4.103) Tϕ(x) = c(x)ϕ(x), c(x) = (T1)(x).

Indeed, let ψx(y) = e−(x−y)2/2. Then (ϕ(y) − ϕ(x)ψx(y) vanishes when y = x. It
follows that T (ϕ(y)− ϕ(x)ψx(y)) = 0 when y = x or

(Tϕ)(x) = ϕ(x)T (ψx)(x)

. Thus T is multiplication by Tψx(x).

Applying to ϕ(x) = e−x
2

for instance shows that c(x) ∈ C∞. Since Djc(x)ϕ =
c(x)Djϕ it follows that c(x) ≡ c is constant. �

Theorem 4.18. F is an isomorphism of S with inverse given by

(4.104) F−1f(x) = (2π)−n
∫
Rn
ei〈x,ξ〉f̂(ξ)dξ.

Proof. We know that F2 : S → S and that it anti-commutes with Dj and xj .
Let Rϕ(x) = ϕ(−x). Then T = RF 2 commutes with Dj , xj hence is a constant
multiple of the identity. Thus, RF 2 = c. Thus, F−1 = c−1RF. To determine c

one applies F to e−|x|
2/2 and finds that c = (2π)n. Indeed, (xj + iDj)ϕ = 0 and

taking the Fourier transform gives (−Dj + iξj)ϕ̂(ξ) = 0. Hence ϕ̂ = c1ϕ with

c1 = ϕ̂(0) = (2π)n/2. Hence F 2ϕ = c21ϕ. �

Theorem 4.19. For ϕ,ψ ∈ S, we have

•
∫
ϕ̂ψdx =

∫
ψϕ̂dx;

•
∫
ϕ̂ψdx =

∫
ϕ̂ψ̂dξ.
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Proof. Both sides of the first statement equal

(4.105)

∫∫
ϕ(x)ψ(ξ)e−i〈x,ξ〉 dxdξ.

To prove the second statement, put χ = (2π)−nψ̂ and use Fourier inversion to get

(4.106) χ̂(ξ) = (2π)−n
∫
ψ̂(x)ei〈x,ξ〉dx = ψ(ξ).

Hence the second statement follows from the first if we replace ψ by χ. �

Theorem 4.20. F extends to a unitary isomorphism of L2(Rn).
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CHAPTER 5

Local structure of eigenfunctions

The main purpose of this monograph is to study the asymptotic properties of
global eigenfunctions on a compact Riemannian manifold (M, g). However there
exists a large literature on local eigenfunctions, and local eigenfunctions may have
quite different properties from global ones. The first aim of this section is to explain
the ‘local-global’ distinction and to study the local structure of eigenfunctions. The
second aim of this section is to explain the sense in which the local techniques are
elliptic while the global techniques are hyperbolic.

5.1. Local versus global eigenfunctions

Some estimates on eigenfunctions are local in the sense that they hold for a local
solution of (∆ + λ2)ϕλ = 0 in an open set U ⊂ M , regardless of whether the local
eigenfunction extends to a global eigenfunction on M . Others are global in that
they use the global extension of ϕλ, usually in the form that it is an eigenfunction

of the wave group U(t) = eit
√
−∆. For instance, the Poisson integral formulae

(4.6) on Euclidean space or (4.82) on hyperbolic space are global in the sense that
they only hold for global eigenfunctions. Our main interest is in global estimates
and their relation to the geodesic flow. In particular, we often pose the problem of
determining when the global estimates are achieved by a sequence of eigenfunctions
of (M, g).

The distinctions are illustrated by the eigenfunctions
Φµ,ν(x, y) = cosµx cos νy, (λ2 = µ2 + ν2),

Ψµ,ν(x, y) = coshµx cos νy, (λ2 = ν2 − µ2),

Ψ′µ,ν(x, y) = coshµx cosh νy, (λ2 = −(ν2 + µ2))

on R2. Note that the eigenvalue of the negative operator ∆ is positive in the last
case (although we still wrote λ2) and is not in the spectrum of ∆.

Only the oscillatory function Φµ,ν can be global eigenfunctions on a compact
Riemannian manifold. The eigenfunctions Ψµ,ν are not tempered and do not con-
tribute to the L2 spectrum of ∆ on R2. Depending on the pair (µ, ν), the eigenvalues
can have any sign or be of any size, but only Φµ,ν could be an eigenfunctions on
a compact manifold (possibly with boundary). Clearly it is impossible to control
the size of the nodal set or the number of critical points of Ψµ,ν by λ, which are

controlled by the quantity
√
ν2 + µ2 and not by the frequency |

√
ν2 − µ2|. Note

that
√
ν2 + µ2 is of the order of magnitude of the local Dirichlet quotient

(5.1) DB(ϕ) :=

∫
B
|∇ϕ|2 dV∫
B
ϕ2 dV

.

To distinguish these eigenfunctions, we introduce some definitions:

95
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Definition 5.1. Let (M, g) be a connected Riemannian manifold. Define the
bottom of the spectrum by

(5.2) λ2
0(M, g) = inf

ϕ∈C∞0 (M)

∫
M
|∇ϕ|2 dV∫
M
ϕ2 dV

.

In the case of Rn, λ0 = 0. Clearly, Ψ′µ,ν is an eigenfunction from the positive

spectrum while Φµ,ν is from the L2 spectrum. The hybrid Ψµ,ν is from neither
spectrum and it is possible that ν2 − µ2 = λ2 � 0. Thus, Ψµ,ν is the type of local
eigenfunction which does not occur globally.

One of the basis distinctions between Φµ,ν and Ψµ,ν is their status relative to
the maximum principle. If (∆ + λ2)u = 0 in an open domain Ω of a Riemannian
manifold (M, g) one says that a non-constant function u satisfies the strong maxi-
mum principle if there does not exist p ∈ Ω so that u(p) = supΩ u. Equivalently, if
supΩ u = sup∂Ω u. The maximum principle holds for the positive spectrum but not
globally for the non-constant eigenfunctions of the L2 spectrum. For instance Φµ,ν
has interior maxima in small balls surrounding its local maxima. If Ω is a nodal
domain for ϕλ then we may assume ϕλ > 0 in Ω with ϕλ = 0 on ∂Ω, and obviously
ϕλ does not satisfy the maximum principle in Ω or in a ball B ⊂ Ω around its
maximum point in Ω.

5.2. Small balls and local dilation

As discussed in more detail in the next section §5.9.1, eigenfunctions resemble
harmonic functions on balls of radius r = ελ−1 for ε sufficiently small. Since this
length scale comes up repeatedly, we pause to give it a name:

Definition 5.2. A “small ball” is a ball of radius C
λ where C is a fixed constant.

When C = ε is sufficiently small, the maximum principle and some mean value
inequalities may be apply on the ball BC

λ
(p).

A useful way to study the local behavior of eigenfunctions around a zero x0

is to pull back the eigenvalue equation to the tangent space Tx0M and perform a
dilation ϕλ(u) → ϕλ(tu) in the tangent space Tx0

M . When the eigenvalue is λ2

it is natural to dilate the small ball by t = ε−1λ. To simplify notation, we do not
distinguish functions on Tx0

M with functions expressed in normal coordinates on
a small ball Br(x0) around x0 of radius r = ελ−1. In particular, we continue to
denote denote the pullback exp∗x0

ϕλ by ϕλ. With these notational conventions, we
define the dilation operators by

(5.3) Dx0
t ϕλ(u) = ϕλ(expx0

tu), u ∈ Tx0
M.

It is proved in [Ber, HarW2] that in a small ball around a zero, an eigenfunc-
tion is asymptotic to a homogeneous harmonic polynomial. In a general setting,
let

(5.4) L =

n∑
i,j=1

gij(x)
∂2

∂xi∂xj
+

n∑
j=1

Γj(x)
∂

∂xj
+ V (x)

be the Laplacian plus a potential. Fix a point p and introduce geodesic normal
coordinates x at p. Define the osculating operator at p to be the constant coefficient
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operator

(5.5) Lpf(x) =

n∑
i,j=1

gij(0)
∂2

∂xi∂xj
+

n∑
j=1

Γj(0)
∂

∂xj
+ V (0).

The following is Theorem 1 of [Ber]:

Proposition 5.3. Assume that ϕλ vanishes to order k at x0. Let ϕλ(x) =
ϕx0

k (x) + ϕx0

k+1 + · · · denote the C∞ Taylor expansion of ϕλ into homogeneous
terms in normal coordinates x centered at x0. Then ϕx0

k (x) is a Euclidean harmonic
homogeneous polynomial of degree k.

To prove this, one Taylor expands the equation ∆ϕλ = −λ2ϕλ and finds the first
non-vanishing homogeneous term. The osculating equation has the form L0[ϕ]N =
0, where ϕ = [ϕ]N +O(|x|N+1). Indeed, conjugation by the dilation operator Dx0

t

produces the rescaled Laplacian:

(5.6) ∆x0
t := Dx0

t ∆g(D
x0
t )−1 =

n∑
j=1

∂2

∂u2
j

+ · · · .

Here, · · · refer to the lower order terms in the Taylor expansion of the coefficients of
∆ around x0. Collecting terms with like powers of t is equivalent to collecting terms
with a given homogeneity order, with the understanding that in the Laplacian each
differential expression ∂

∂xj
is homogeneous of degree −1. We denote the rescaling

or dilation Dx0
t f by f[t].

More explicitly, we express ∆ in local normal coordinates as

(5.7) ∆ =
∑
i,j

gij
∂2

∂xi∂xj
+
∑
k

Γk
∂

∂xk
.

Rescaling gives

(5.8) ∆x0
t = t−2

∑
i,j

gij[t]
∂2

∂xi∂xj
+ t−1

∑
k

Γk[t]
∂

∂xk
.

As t→ 0 we have

(5.9)

{
gij[t](u) = δij + t2Rijk`uju` + · · · ,
Γk[t] = tΓk;juj + · · · .

Expanding the coefficients in powers of t, dilating each ∂
∂xj

and collecting like

powers of t defines the expansion

(5.10) ∆x0
t = t−2∆(2) + t−1∆(1) + · · ·+ tk∆(k) + · · · ,

with the osculating Laplacian ∆(2) given by the first term of (5.6).
We then rewrite the eigenvalue equation as

Dx0
t ∆g(D

x0
t )−1ϕ(expx0

tu) = λ2ϕ(expx0
tu)

(5.11)

=⇒
[
t−2∆(2) + t−1∆(1) + · · ·

]
ϕ(expx0

tu) = λ2ϕ(expx0
tu).(5.12)

The next step is to Taylor expand ϕ(expx0
tu) around t = 0, i.e., expand

ϕ(expx0
tu) = pN (u) + · · · .
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in terms of homogeneous polynomials on Tx0
M . The leading order equation in t as

t→ 0 becomes

(5.13) t−2tN∆(2)pN + · · · = λ2tNpN .

There is no term of order tN−2 on the right side and thus the lowest order homo-
geneous term is ∆(2)pN = 0 of degree N − 2.

One can continue to derive transport type equations for the higher coefficients
pN+k. To the author’s knowledge, they have never been studied. A problem is that
the scaling apparently destroys the global properties of eigenfunctions, in particular
that they extend globally to M . The transport equations are not uniquely solvable
without some global condition.

There are many applications of this local structure to nodal sets, which will
be discussed further in the relevant chapters. For the time being, we only note
that in dimension 2, a homogeneous harmonic polynomial of degree N is the real
or imaginary part of the unique holomorphic homogeneous polynomial zN of this
degree, i.e., pN (r, θ) = rN sinNθ. As observed in [Ch], there exists a C1 local
diffeomorphism χ in a disc around a zero x0 so that χ(x0) = 0 and so that ϕx0

N ◦χ =
pN . It follows that the restriction of ϕλ to a curve H is C1 equivalent around a
zero to pN restricted to χ(H). The nodal set of pN around 0 consists of N rays,
{r(cos θ, sin θ) : r > 0, pN |S1(v) = 0}. It follows that the local structure of the nodal
set in a small disc around a singular point p is C1 equivalent to N equi-angular
rays emanating from p. We refer to [Ch] for further details.

5.2.1. Harmonifying eigenfunctions. In the preceding section, it is ex-
plained that an eigenfunction is well approximated by a harmonic polynomial in a
small ball around a zero. A second relation is that eigenfunctions can be converted
into harmonic functions on a space of one higher dimension in various (essentially
equivalent) ways. Let C = M × R+ be the cone or upper half space over M with
metric dr2 + r2gM . Let r denote the distance to the vertex. Then

(5.14) (∆ + λ2)u = 0 =⇒ rdu(x) is harmonic on C (with λ2 = d(d+ n− 2))

in the sense that

(5.15) ∆C(M)u =
∂2

∂r2
u+

n− 1

r

∂

∂r
u+

1

r2
∆Mu = 0.

Another approach is that

(5.16) (∆ + λ2)u = 0 =⇒ e−tλu(x) is harmonic on M × R+

in the sense that ( ∂
2

∂t2 + ∆M )e−tλu(x) = 0. For this reason, e−t
√
−∆ is called the

Poisson semi-group.

5.3. Local elliptic estimates of eigenfunctions

In this section, we state some elliptic estimates on eigenfunctions on Riemann-
ian manifolds. They mainly take the form of mean value inequalities. In the
local-global dichotomy of the previous section, they generally belong in the local
class. In the next section we move on to semiclassical estimates which treat the
Helmholtz operator as hyperbolic. In subsequent sections we develop the theory
of the wave equation on compact Riemannian manifolds, which is the main tool in
the study of semiclassical asymptotics and estimates.
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Classic texts such as [GT] on elliptic estimates generally start with elliptic
estimates for harmonic functions and extend the estimates to more general elliptic
operators of the form L =

∑
i,j

∂
∂xi

aij
∂
∂xj

+ c(x). In proving maximum principles

and mean value inequalities for subsolutions, it is often assumed that c(x) ≤ 0.
This of course excludes the Helmholtz operator and indeed the maximum principle
does not apply without some restriction. For instance, it is obviously not true that
a Dirichlet eigenfunction on a domain Ω takes its maximum on the boundary. One
of the earliest articles to consider mean value inequalities when c > 0 is that of
[BNV] (see also [Ca, P]).

We follow the traditional path in beginning with elliptic identities and estimates
for harmonic and subharmonic functions on Rn. We then consider eigenfunctions
and pay particular attention to estimates which hold for local or global solutions
of the Helmholtz equation for large λ.

One of the principal techniques for obtaining mean value inequalities is to
use reproducing kernels. For instance, harmonic functions are reproduced by the
globally defined spherical means or ball means operators. They are also locally
reproduced by the Dirichlet Green’s functions of balls, i.e., by a Poisson integral
formula, which are only defined on the given balls in general (see Chapter 4 of
[GT] or Section 1.3 of [HanL1]). There also exist local reproducing formula using

hyperbolic methods, e.g. by using operators of the form ρ(
√
λ−
√

∆) (5.100). One

may also use the wave operators cos t
√
−∆ or sin t

√
−∆√
−∆

. At first it seems that these

kernels belong to the global class, but they are in a sense local in that for small t
they only sample values of the eigenfunction in small balls by the finite propagation
speed of the wave equation. Paraphrasing M. Kac, one might call this the principle
of not feeling the global manifold for small times.

5.3.1. Mean value inequalities for L-harmonic and subharmonic func-
tions on Rn. In this section we review some classical mean value inequalities for
harmonic and subharmonic functions. They only apply to eigenfunctions if one first

converts them to harmonic functions as described in §5.2.1.
Let L = divA∇ be an elliptic operator, i.e., let

Lu =

n∑
i,j=1

∂

∂xj
aij

∂u

∂xi

be an elliptic operator in divergence form on a ball B1 ⊂⊂ Rn. The following in-
equality for L-harmonic functions is known as the Moser local boundedness theorem
(cf. [HanL1]).

Theorem 5.4. Let aij be bounded in B1 and let Lu = 0. Then

sup
B 1

2

u2 ≤ C−
∫
B1

u2,

where C depends only on L.

Regarding subharmonic functions, one has

Theorem 5.5. Let L =
∑n
i,j=1

∂
∂xj

aij
∂u
∂xi

be an elliptic operator. Suppose that

m|v|2 ≤ aijvivj ≤ M |v|2, and let k = 2 + 8M2

m2 . Let x0 ∈ M . Suppose that u ≥ 0
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and Lu ≥ 0. Then

(5.17) sup
B1(x0)

u ≤ k
(∫

B2(x0)

u2

) 1
2

.

5.3.2. Mean value inequalities for subharmonic functions on Rie-
mannian manifolds. We now turn to mean value inequalities on Riemannian
manifolds. The following is proved in Section 6 of [SY]. It compares the value of a
subharmonic function at the center of a ball with its mean value in the ball.

Theorem 5.6. Let (M, g) be a complete Riemannian manifold, and let BR(p)
be a geodesic ball. Suppose that the sectional curvature KM ≤ k and that R <
inj(M, g). Then for any u ∈ C∞(M) satisfying ∆u ≥ 0 and u ≥ 0 on M ,

(5.18) u(p) ≤ 1

Vk(R)

∫
BR(p)

u dV.

Here, Vk(R) = Vol(BR, gk) is the volume of a ball of radius R in the space form of
constant curvature k.

Theorem 6.2 of [SY] and Theorem 1.2 of [LiSch] generalize Theorem 5.4
(Moser’s local boundedness estimate) to a mean value inequality for manifolds with
a lower Ricci curvature bound:

Theorem 5.7. Let (M, g) be a complete Riemannian manifold with RicM ≥
−K. Let p ∈M , and u ≥ 0 and ∆u ≥ 0 on BR(p). Then for any τ ∈ (0, 1

2 ),

(5.19) sup
B(1−τ)R(p)

u2 ≤ C1τ
−C2(1+

√
KR)−
∫
BR(p)

u2 dV.

Here, −
∫
K
f denotes the average value of f on K.

On a general Riemannian manifold one has the following mean value inequality
(see Proposition 4.7 of [CM2]):

Theorem 5.8. Let dimM = n and suppose that RicM ≥ −(n − 1)s−2. Let
u ≥ 0 and ∆Mu ≥ −s−2u. Then

(5.20) u2(x) ≤ C−
∫
Bs(x)

u2.

Proof. After scaling the metric it suffices to prove the case s = 1. Let N =
M × [−1, 1] have the product metric, so that RicN ≥ −(n − 1) and as in (5.14)
let w(x, t) = u(x)et. Then ∆N = et∆Mu + etu ≥ 0. Hence w is subharmonic on
M × [−1, 1]. The mean value theorem for subharmonic functions (Theorem 5.7)
gives

w2(x, 0) ≤ C

Vol(B1(x, 0) ⊂ N)

∫
B1(x,0)⊂N

w2(5.21)

≤ 2e2 C

Vol(B 1
2
(x) ⊂M)

∫
B1(x)⊂M

u2.(5.22)

The Proposition follows from the Bishop-Gromov volume comparison theorem bound-
ing the ratio Vol(B1(x))/Vol(B 1

2
(x)). �
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5.3.3. Mean value inequalities for λ-subharmonic functions. The pre-
vious results hold for ∆- subharmonic functions. We now consider (∆ + λ2)-
harmonic or subharmonic functions, i.e. eigenfunctions or functions satisfying
(∆ + λ2)u ≥ 0. As mentioned in the introduction to this section, the positivity
of the coefficient c(x) = λ2 > 0 changes the theory profoundly unless the balls have
size ελ−1.

A good example to keep in mind is an L2-normalized zonal spherical harmonic
ϕ` = C`Re(Y `` ) in a ball of radius ε`−1 around the north pole P . The supremum of

|ϕ`| '
√
` is taken at P and although it oscillates on the length scale of `−1. The

profile decreases towards the equator to size 1. One may choose ε so that Bε(P )

is the nodal domain which contains P . In this case |ϕ`| oscillates from
√
` to 0 on

an interval of size 1
` and the mean of |ϕ`| is of order `

1
2 . But if one chooses a much

larger ε so that Bε(P ) is the northern hemisphere, then the mean of |ϕ`|2 decreases
to 1. A mean value inequality must therefore contain a compensating constant of
order `. This extreme case shows that we may expect a mean value inequality as
in the previous section to be valid on sufficiently small balls of order ελ−

1
2 but not

on balls of a larger order of magnitude.

Corollary 5.9. Let (M, g) be a complete Riemannian manifold with Ric ≥
−(n − 1). Let y ∈ M and let t ≤ 1. Suppose that v ≥ 0 on B2t(y) and that
∆v ≥ −λ2v for some λ2 ≥ 0. Then

(5.23) sup
Bt

v ≤ eCn(1+λt)−
∫
B2t(y)

v.

Proof. We rescale the metri c g → λ−2g so that ∆→ λ2∆. Then Ricλ−1g =
λ−1 Ricg ≥ −λ−1(n− 1) ≥ −(n− 1). The ball of radius λt around p in the metric
λ−2g is the same as the ball of radius t around p in the metric g. Applying the
mean value inequality of Theorem 5.7 for the metric λ−2g with τ = e−1 gives

(5.24) sup
B(1−τ)λt(p)

u2 ≤ eC(1+tλ−1λ)−
∫
Bλt

u2 dVλ−1g = eC(1+tλ)−
∫
Bt

u2 dV.

�

Remark 5.10. Above we are simply rescaling the metric. It is also possible
to use a local dilation (rescaling) map on BR(p) which fixes p and dilates normal
coordinates x→ λx centered at p. This dilation map distorts u, whereas rescaling
the metric leaves u unchanged.

A related corollary in [CM3] is the following:

Corollary 5.11. Let (M, g) be a complete Riemannian manifold and suppose
that (∆ + λ2)u = 0. Suppose that u(p) = 0. Then

sup
B r

2

|u| ≤ Cr−n
∫
Br(p)

|u|.

Moreover, if q ∈ B r
3
(p) with u(q) = 0 and if r ' λ− 1

2 , then

sup
B 4r

3
(q)

u2 ≤ C0r
−n
∫
B2r(p)

u2.



102 5. LOCAL STRUCTURE OF EIGENFUNCTIONS

5.3.4. Bochner identity and mean value inequalities. Another source of
subharmonic functions and mean-value inequalities comes from the Bochner identity

∆|∇ϕλ|2 = 2|Hess(ϕλ)|2 − 2λ2|∇ϕλ|2 + 2 Ric(∇ϕλ,∇ϕλ)..(5.25)

If the Ricci curvature satisfies a suitable lower bound as in (Proposition 2.2 of
[SY]), one has

∆|∇ϕλ|2 ≥ −2(n− 1− λ2)|∇ϕλ|2.(5.26)

Hence there exists Cn > 0 so that (cf. [SY], p. 80)

(5.27) sup
B(zk,

s
λ )

|ϕλ|2 ≤ s2 sup
B(zk,

s
λ )

|∇ϕλ|2 ≤ Cs2 1

VolB(zk,
s
λ )

∫
B(zk,

s
λ )

|∇ϕλ|2.

5.4. λ-Poisson operators

In the standard Euclidean setting, classical results on mean value identities
and inequalities are proved using either the spherical means operator, or Poisson
integral formula. Unlike the spherical means operators, which are global, the Pois-
son integral operators are adapted to a domain. They may be used to prove mean
value inequalities for λ-subharmonic functions on balls of size ελ−1. There also
exist global Poisson integral formulae on Cartan-Hadamard manifolds, i.e. sim-
ply connected manifolds of non-positive curvature, in which the ideal (geodesic)
boundary at infinity is used.

There are several types of Poisson operator for the eigenvalue problem. By a
Poisson operator we mean an extension operator of data along a separating hyper-
surface H to eigenfunctions in the kernel of (∆ + λ2) on M \H = M+ ∪M−.

The first type of Poisson operator is the Poisson operator on two-component
Cauchy data. It is always well defined and may be constructed in terms of any
Green’s function Gλ, i.e., any solution on M+ of (∆ + λ)Gλ(x, y) = δy(x). By
Green’s formula

(5.28)

∫
M+

Gλ(∆ + λ2)ϕλ − ϕλ(∆ + λ2)Gλ =

∫
H

(∂νϕλ)Gλ − ϕλ∂νGλ,

one gets (for p ∈M±)
(5.29)

ϕλ(x) =

∫
H

(∂νϕλ)(q)Gλ(x, q) dS(q)−ϕλ(q)∂νqGλ(x, q) dS(q) := P±(λ)

(
ϕλ|H
∂νϕλ|H

)
There is no jump of the right side across H since we assume that ϕλ is a global
eigenfunction.

The second type of Poisson operator is with respect to Dirichlet (resp. Neu-
mann) data alone and does not always exist. We consider only Dirichlet data (the
discussion for Neumann data is similar). The Poisson operator P±(λ) for Dirichlet
data on H of the eigenvalue problem (∆ + λ2)ϕ = 0 with respect to M±, is the
extension operator of Dirichlet data along H as an eigenfunction. That is P±(λ)f
is the unique eigenfunction on M± whose restriction to H equals f . P±(λ) is well-
defined unless −λ2 is an eigenvalue for the Dirichlet problem on M± for ∆. When
this is not the case the Dirichlet Green’s function GD(λ) has no pole at λ and we
may choose it for the Green’s contention Gλ above to get
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(5.30) ϕλ(x) = −
∫
H

ϕλ(q)∂νqGD(λ, x, q) dS(q).

We could exchange the roles of Dirichlet and Neumann data to obtain a formula in
terms of Neumann data when −λ2 is not an eigenvalue of the Neumann problem.

Bourgain-Rudnick have raised the question whether a sequence of global eigen-
functions exists could vanish on a (separating) curve (or hypersurface) H. By the
above, it is equivalent to asking if when the Dirichlet eigenvalue problem on a com-
ponent M − H can have infinitely many eigenvalues in common with the global
eigenvalue problem on M .

5.4.1. Scaling of the Poisson kernel for balls and mean value inequal-
ities. In this section we return to the mean value inequalities of §5.3.3. We use the
dilation operator to rescale Green’s formula on a small ball B ε

λ
(p) of radius ε

λ to
obtain a new approach to mean value inequalities. The following is Lemma 7.6 of
[DF1] (see also Theorem 5.5 and p. 117 of [HanL2]):

Proposition 5.12. Let (∆ + λ2)u = 0, let p ∈ M satisfy u(p) = 0. Let
r = ελ−1. Then

(5.31) sup
Br(p)

|u| ≤ CL
(
−
∫
B2r(p)

|u|2
) 1

2

.

We then apply Green’s theorem to the ball B to get

(5.32) v(x)−
∫
B

GD(λ, x, x′)((∆ + λ2)v) dV =

∫
∂B

∂ν2
GD(λ, x, q)v(q) dS(q).

We consider a ball B(p, ελ ) with ε to be chosen later and where ∆ϕ = −λ2ϕ.
We denote the Dirichlet Green’s function of the ball by

(5.33) GD(λ, x, x′) =
∑
j

ψj(x)ψj(x
′)

λ− µj
,

where (µj , ψj) are the Dirichlet eigenfunctions of the ball. Since there exists an
orthonormal basis {ψj} of real valued eigenfunctions, GD is real valued. Less
obviously, for ε sufficiently small, GD(λ, x, x′) < 0. Here we choose the sign of the
Green’s function so that

(∆ + λ2)GD(λ, x, y) = δy(x).

Thus, G(λ, x, y) is “λ-subharmonic” and therefore −∞ at its pole.

Lemma 5.13. For ε sufficiently small, so that λ ≤ µ1(B(p, ελ )), we have GD(λ, x, x′) <
0.

Proof. It is well known that the Dirichlet heat kernel for any metric or domain
Ω is positive. But

(5.34) −GD(ε, x, x′) =

∫ ∞
0

eεtKD(t, x, x′) dt

for any ε < λD1 (Ω), i.e. for ε below the lowest Dirichlet eigenvalue. The integral
then converges and the positivity of KD(t, x, x′) > 0 implies −GD(ε, x, x′) > 0. �
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Remark 5.14. We could also use the dilation operator Dp
ε−1λ to rescale the ball

B = B(p, ελ ). Rescaling flattens out the metric so that (for ε sufficiently small) it is
close to the Euclidean metric on a ball of radius 1, and changes the eigenvalue from
λ to ε. We then observe that the Euclidean Dirichlet Green’s function G0(ε, x, y)
for the unit ball, i.e. the kernel of (∆0 + ε2)−1, is strictly negative. Indeed, this
is well known for ε = 0 where the Dirichlet Green’s function can be constructed
from the Newtonian potential − 1

rn−2 by the method of reflections. Hence it must
continue to be true for small metric and eigenvalue perturbations. The dilation
operator preserves positivity, so the Green’s function of the small ball B is also
negative.

The following is proved in Section 6 of [SY]:

Theorem 5.15. Let (M, g) be a complete Riemannian manifold, and let B =
Bελ−1(p) be a geodesic ball of radius ελ−1. Let B 1

2
= B 1

2 ελ
−1(p). Suppose that

v ∈ C∞(M) satisfies (∆ + λ2)v ≥ 0. Then

(5.35) sup
B 1

2

|v| ≤ C−
∫
B

v dV.

Proof. If (∆ + λ2)v ≥ 0, then the second term of the left side of (5.32) is
positive since Dirichlet Green’s function for (∆ + λ2) is a negative kernel. We then
have

(5.36) v(x) ≤
∫
∂B

∂ν2GD(λ, x, q)v(q) dS(q).

Now let B 1
2

= B(p, 1
2
ε
λ ). Then

(5.37) sup
B 1

2

|v(x)| ≤

 sup
x∈B 1

2
,q∈∂B

|∂ν2GD(λ, x, q)|

∫
∂B

|v(q)| dS(q).

Remark 5.16. It is often assumed in addition that v ≥ 0, and in that case

(5.38) sup
B 1

2

v(x) ≤

 sup
x∈B 1

2
,q∈∂B

|∂ν2GD(λ, x, q)|

∫
∂B

v(q) dS(q).

Alternatively, by Cauchy-Schwartz, we have

(5.39) sup
B 1

2

v2 ≤

 sup
x∈B 1

2

∫
∂B

|∂ν2GD(λ, x, q)|2 dS(q)

∫
∂B

v2(q) dS(q).

To conclude the proof we only need to show

(5.40)


sup

x∈B 1
2
,q∈∂B

|∂ν2GD(λ, x, q)| ≤ Cecλr(x,q),

sup
x∈B 1

2

∫
∂B

|∂ν2GD(λ, x, q)|2 dS(q) ≤ ecλr(x,q).

This can be proved by rescaling using the dilation operator Dp
ε−1λ and comparison

to the Euclidean case. �
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5.5. Bernstein estimates

In addition to such absolute bounds, there exist Bernstein gradient estimates
which compare ∇ϕλ to ϕλ either locally or globally. In [DF3] the following local
Bernstein inequalities are proved:

Theorem 5.17. Local eigenfunctions of a Riemannian manifold satisfy:

(1) L2 Bernstein estimate:

(5.41)

(∫
B(p,r)

|∇ϕλ|2 dV
)1/2

≤ Cλ

r

(∫
B(p,r)

|ϕλ|2 dV
)1/2

.

(2) L∞ Bernstein estimate: There exists K > 0 so that

(5.42) max
x∈B(p,r)

|∇ϕλ(x)| ≤ CλK

r
max

x∈B(p,r)
|ϕλ(x)|.

(3) Dong’s improved bound [D2]:

(5.43) max
Br(p)

|∇ϕλ| ≤ C1
λ2

r
max
Br(p)

|ϕλ|

for r ≤ C2λ
−1/2.

(4) The bound of [ShXu]: There exist c, C depending only on g so that

(5.44) cλ‖ϕλ‖∞ ≤ ‖∇ϕλ‖∞ ≤ Cλ‖ϕλ‖∞.
Theorem 5.18 (Donnelly-Fefferman). Let dimM = n and let (∆ + λ2)u = 0.

Then there exists r0(M) so that, for r < r0

(5.45) sup
Br(x)

|∇u| ≤ Cλ
n+2

2

r
sup
Br(x)

|u|.

Donnelly-Fefferman conjecture that λ
n+2

2 can be replaced by λ. This implies
the global Bernstein inequality

(5.46) ‖∇u‖∞ ≤ λ‖u‖∞.
This inequality is proved in [OCP] as an immediate consequence of the Schoen-Yau
estimate

(5.47) sup
B a

2

|∇h| ≤ Cn
(

1 + a
√
K

a

)
sup
Ba

|h|.

5.6. Frequency function and doubling index

The frequency function N(a, r) of a function u is a local measure of its ‘degree’
as a polynomial like function in Br(a). More precisely, it controls the local growth
rate of u. In the case of harmonic functions, it is given by

(5.48) N(a, r) =
rD(a, r)

H(a, r)
,

where

(5.49) H(a, r) =

∫
∂Br(a)

u2 dσ and D(a, r) =

∫
Br(a)

|∇u|2 dx.



106 5. LOCAL STRUCTURE OF EIGENFUNCTIONS

A well-written detailed treatment of the frequency function and its applications can
be found in [HanL1, Kuk], following the original treatments in [GaL1, GaL2,
Lin91].

Frequency functions may also be defined for eigenfunctions. At least two vari-
ations have been studied: (i) where the eigenfunctions are converted into harmonic
functions on the cone R+×M as in §5.2.1; (ii) where a frequency function adapted
to eigenfunctions on M is defined.

We first consider method (i) in the case of an eigenfunction ϕλ on Sn. The
associated harmonic function on the cone is precisely the homogeneous harmonic
polynomial on Rn+1 whose restriction to the sphere yields ϕλ. By the previous
calculation, N(0, r) ≡ N where λ = N(N +n−1). We note that on the cone Rn+1,
the ball of radius r has the form [0, r] × Sn, i.e the frequency function is global
on Sn. On a general manifold, the analogous global calculation is cleanest if we
define N(r) with Br(0) everywhere replaced by [0, r] ×M . If we ‘harmonize’ an
eigenfunction ϕλ → rαϕλ as in §5.2.1, we obtain N(r) ≡ α.

The second method is to define a frequency function on balls of M itself. The
generalization to eigenfunctions is as follows (see [GaL1, GaL2, Kuk]). Fix a
point a ∈ M and choose geodesic normal coordinates centered at a so that a = 0.
Put

(5.50) µ(x) =
gijxixj
|x|2 ,

and put

(5.51) D(a, r) :=

∫
Br

(
gij

∂ϕλ
∂xi

∂ϕλ
∂xj

+ λ2ϕ2
λ

)
dV and H(a, r) :=

∫
∂Br

µϕ2
λ.

By the divergence theorem, one has

(5.52) D(a, r) =

∫
∂Br

ϕλ
∂ϕλ
∂ν

Define the frequency function of ϕλ by

(5.53) N(a, r) :=
rD(r)

H(r)
.

As in the case of harmonic functions, the main properties of the frequency function
of an eigenfunction are a certain monotonicity in r in small balls of radius O( 1

λ )
(see Theorem 5.19) and the fact that N(a, r) is commensurate with N(b, r) when
a and b are close.

Simple examples show that, despite its name, the frequency function measures
local growth but not frequency of oscillations of eigenfunctions, and therefore is
not necessarily comparable to λ. For instance, the frequency function of sinnx in
a ball or radius C

|n| is bounded. An example considered in [DF1] are the global

eigenfunctions esx sin ty on R2 of ∆-eigenvalue s2 − t2 and frequency function of
size s. One could let s, t → ∞ with s2 − t2 bounded and obtain a high frequency
function but a low eigenvalue. However, as discussed in [Lin91] (p. 291), if one
forms the harmonic function from a global eigenfunction as in §5.2.1, then one has
N(0, 2) ≤ Cλ where C depends only on the metric. This is a global estimate since
a ball centered at 0 in the cone will cover all of M . An application is given in
Theorem 5.20.
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We now state Theorem 2.3 of [GaL1]; see also [GaL2, Lin91, HanL1] and
[Kuk], Theorem 2.3, 2.4.

Theorem 5.19. There exists C > 0 such that eCr(N(r) + λ2 + 1) is a non-
decreasing function of r in some interval [0, r0(λ)].

Another basic fact is that the frequency of ϕλ in Br(a) is comparable to its
frequency in BR(b) if a, b are close and r,R are close. More precisely, there exists
N0(R) � 1 such that if N(0, 1) ≤ N0(R), then ϕλ does not vanish in BR, while if
N(0, 1) ≥ N0(R), then

(5.54) N

(
p,

1

2
(1−R)

)
≤ CN(0, 1) for all p ∈ BR.

5.6.1. Doubling and vanishing order estimates. An important series of
estimates are known as doubling estimates.

Theorem 5.20 (Donnelly-Fefferman, Lin and [HanL1] Lemma 6.1.1). Let ϕλ
be a global eigenfunction of a smooth Riemannian manifold (M, g). Then there
exists C = C(M, g) and r0 such that for 0 < r < r0,

(5.55)
1

Vol(B2r(a))

∫
B2r(a)

|ϕλ|2 dVg ≤ eCλ
1

Vol(Br(a))

∫
Br(a)

|ϕλ|2 dVg.

Further,

(5.56) max
B(p,r)

|ϕλ(x)| ≤
( r
r′

)Cλ
max

x∈B(p,r′)
|ϕλ(x)| (0 < r′ < r).

The doubling estimates imply the vanishing order estimates. Let a ∈ M and
suppose that u(a) = 0. By the vanishing order ν(u, a) of u at a is meant the largest
positive integer such that Dαu(a) = 0 for all |α| ≤ ν.

Theorem 5.21. Suppose that M is compact and of dimension n. Then there
exist constants C(n), C2(n) depending only on the dimension such that the the van-
ishing order ν(u, a) of u at a ∈ M satisfies ν(u, a) ≤ C(n) N(0, 1) + C2(n) for all
a ∈ B1/4(0). In the case of a global eigenfunction, ν(ϕλ, a) ≤ C(M, g)λ.

The bounds are sharp since they are achieved by highest weight spherical har-
monics (Gaussian beams), which vanish to maximum order at the poles and saturate
doubling estimates in the upper or lower hemisphere at some fixed distance from
the equator. As in the case of sup-norm bounds, we may ask for which (M, g) there
exist sequences of eigenfunctions saturating the doubling estimates and VO (van-
ishing order) estimates. Sequences saturating the VO estimates of course saturate
doubling estimates, but the converse is not known to be true. In all known exam-
ples where the VO estimates are sharp (such as spheres or surfaces of revolution),
there exists a point p so that a sequence of eigenfunctions vanishes to maximum
order at p, and all geodesics emanating from p return to p at a fixed time. This is
the same condition for existence of eigenfunctions saturating sup norm bounds (see
the Chapter on Lp norms), but the eigenfunctions are quite different and we do
not know any mutual implications between the existence of the two eigenfunction
sequences.
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5.7. Carleman estimates

A local Carleman estimate is a weighted energy inequality. Given a well-chosen
weight function ψ one forms the weighted Hilbert space L2(U, eψ/h) over an open
set U ⊂ M . Given an elliptic operator P = −∆, a Carleman inequality has the
form

(5.57) h‖eψ/hu‖2L2(U) + h3‖eψ/h∇u‖2L2(U) ≤ Ch4‖eψ/hPu‖2L2(U).

The key condition on ψ is that the conjugated operator (a semiclassical pseudo-
differential operator)

(5.58) Pψ = h2eψ/hPe−ψ/h = −h2∆− |dψ|2 + 〈∇ψ, h∇〉+ h∆ψ

be subelliptic. The principal symbol of Pψ is

(5.59) pψ(x, ξ) = |ξ|2 − |∇ψ|2 + 2i〈∇ψ, ξ〉 =
∑
j

(ξj + i∂xjψ)2.

This follows fom the fact that the symbol of eψ/hDje
−ψ/h is ξj + i∂xjψ.

Define

(5.60) Q1 =
1

2i
(Pψ − P ∗ψ) and Q2 =

1

2i
(Pψ + P ∗ψ).

Let qj be the principal symbol of Qj . Then

(5.61) q1 = 2〈ξ,∇ψ〉 and q2 = |ξ|2 − |∇ψ(x)|2.
The assumption on ψ is that on the characteristic set
(5.62)

Char(pψ) = {(x, ξ) ∈ U × Rn : pψ(x, ξ) = 0 ⇐⇒ |ξ| = |∇ψ| and 〈ξ,∇ψ〉 = 0},
one has a positive Poisson bracket on the ordered pair (q1, q2):

(5.63) for all (x, ξ) ∈ U × Rn, pψ(x, ξ) = 0 implies {q2, q1}(x, ξ) ≥ C > 0.

Note that ψ = eτρ satisfies the condition if |∇ρ| > 0 in U and τ is sufficiently large.
One then has:

Proposition 5.22. Let ψ satisfy the assumption above in U . Then there exists
h1 > 0 so that (5.57) holds for u ∈ C∞c (U) and 0 < h < h1.

We sketch the proof: Let v = eψ/h. Then

Pu = f ⇐⇒ Pψv = g := h2eψ/hf ⇐⇒ Q2v + iQ1v = g.

But 〈Qjw1, w2〉 = 〈w1, Qjw2〉 if w1, w2 ∈ C∞c (Rn). Hence

(5.64) ‖g‖2L2 = ‖Q1v‖2L2 +‖Q2v‖2L2 +2Re〈Q2v, iQ1v〉 = 〈(Q2
1+Q2

2+i[Q2, Q1])v, v〉.
For sufficiently large µ > 0 and for h so that hµ < 1,

(5.65) h〈(Q2
1 +Q2

2 + i[Q2, Q1])v, v〉 ≤ ‖g‖2L2 .

Then G̊arding’s inequality gives

(5.66) h‖v‖2H1 ≤ C‖g‖2L2 .

Here, H1 is the Sobolev space. Since ∇(eψ/hu) = h−1eψ/h(∇ψ)y + eψ/h∇u and
‖∇ψ‖ ≤ C, this gives

h‖eψ/hu‖2L2 + h3‖∇(eψ/hu)‖2L2 ≤ Ch4‖eψ/hf‖2L2 .
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We recall that G̊arding’s inequality asserts that positivity of a symbol implies
positivity of the associated semiclassical pseudo-differential operator. More pre-
cisely, if K ⊂ Rn is compact and a(x, ξ, h) is a semiclassical symbol with principal
part am, and if there exists C > 0 so that Ream(x, ξ, h) ≥ C(1 + |ξ|2)m/2 for
x ∈ K, ξ ∈ Rn and h ∈ (0, h0) then there exists C ′ > 0 so that

(5.67) Re〈Oph(a)u, u〉 ≥ C ′‖u‖2Hm/2 for all u ∈ C∞c (K) and 0 < h < h1.

We now recall quantitative lower bound estimates. They follow from doubling
estimates and also from Carleman inequalities.

Theorem 5.23. Suppose that M is compact and that ϕλ is a global eigenfunc-
tion, ∆ϕλ = −λ2ϕλ. Then for all p, r there exist C,C ′ > 0 so that

(5.68) max
x∈B(p,r)

|ϕλ(x)| ≥ C ′e−Cλ.

Local lower bounds on 1
λ log |ϕC

λ| follow from doubling estimates. They imply

that there exists A, δ > 0 so that, for any ζ0 ∈Mτ/2,

(5.69) sup
ζ∈Bδ(ζ0)

|ϕλ(ζ)| ≥ Ce−Aλ.

Indeed, there of course exists a point x0 ∈ M so that |ϕλ(x0)| ≥ 1. Any point
of Mτ/2 can be linked to this point by a smooth curve uniformly bounded length.
We then choose δ sufficiently small so that the δ-tube around the curve lies in Mτ

and link Bδ(ζ) to Bδ(x0) by a chain of δ-balls in Mτ where the number of links in
the chain is uniformly bounded above as ζ varies in Mτ . If the balls are denoted
Bj we have supBj+1

|ϕλ| ≤ eβλ supBj |ϕλ| since Bj+1 ⊂ 2Bj . The growth estimate

implies that for any ball B, sup2B |ϕλ| ≤ eCλ supB |ϕλ|. Since the number of balls
is uniformly bounded,

1 ≤ sup
Bδ(x0)

|ϕλ| ≤ eAλ sup
Bδ(ζ)

|ϕλ|

and we get a contradiction if no such A exists.
As an illustration, Gaussian beams such as highest weight spherical harmonics

decay at a rate e−Cλd(x,γ) away from a stable elliptic orbit γ. Hence if the closure
of an open set is disjoint from γ, one has a uniform exponential decay rate which
saturate the lower bounds.
Example: Let U = Tλ−1/2(γ)\Tλ−1(γ). Then we may take ρ = log distγ(x) (the
distance to γ) in the previous example. However, it is not clear that the theorem
applies since the domain is changing with h = λ−1.

Let us also try ψ(x) = dist2
γ(x). Thus, ψ(s, y) = |y|2 in Fermi normal coordi-

nates, and

(5.70) ∇ψ = 2 distγ(x)∇ distγ(x), |∇ψ| = 2 distγ(x),

i.e., ∇ψ is normal to level sets of the distance to γ. Hence 〈ξ,∇ψ〉 = 0 if and only
if ξ is tangent to the level sets of distγ , and |ξ| = |∇ψ| ⇐⇒ |ξ| = 2 distγ(x). Since
the domain is shrinking we must introduce a cutoff χλ supported in the region
between the domains.
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5.8. Norm square of the Cauchy data

Let H ⊂M be a smooth orientable hypersurface and let ∂ν denote a choice of
unit normal. The semiclassical Cauchy data of ϕλ along H is defined by

(5.71) CD(ϕλ) := {(ϕλ|H , λ−1∂νϕλ|H)}.
The term semiclassical refers to the normalization. The global eigenfunction can
be recovered from its Cauchy data along a separating hypersurface.

Following Dong [D1], we define the norm-squared of the global Cauchy data,

(5.72) q = q(ϕ) = |∇ϕ|2 +
λ2

2
ϕ2.

In Theorem 3.3 of [D1] the following is proved:

Theorem 5.24. Let ∆ be the negative Laplacian on a surface M2. Let ϕλ be
an eigenfunction of eigenvalue −λ2 and let S = {p1, . . . , p`} be the set of singular
points of ϕλ, i.e. points where ϕλ(p) = dϕλ(p) = 0. Let kj be the vanishing order
of ϕλ at p. Then,

(5.73) ∆ log q ≥ −λ2 + 2 min{K, 0}+ 4π
∑
j

(kj − 1)δpj .

The exact formula is

∫
M

f∆ log q = 4π
∑
j

(kj − 1)f(pj)

(5.74)

+ lim
ε→0

∑
j

[∫
U\Bε(pj)

f

(
λ

2

(ϕ11 − ϕ22)2

q2
+ (2K − λ2)

|∇ϕ|2
q

)]
.(5.75)

Here, ϕjj are the second derivatives of ϕ in a local frame field given by the Hessian
eigenvectors, so that ϕjj are the eigenvalues of the Hessian ∇2ϕ. Setting f ≡ 1
gives

(5.76) 4π
∑
pj∈Σ

(kj − 1) = (λ2 − 2K)

∫
M

|∇ϕ|2
q

+

∫
M

(
λ

2

(ϕ11 − ϕ22)2

q2

)
.

Corollary 5.25. If (M, g) is a Riemannian surface and if (∆ + λ2)ϕλ = 0
then

(5.77)
∑
i

ki ≤
1

4π

[
λ2 Vol(M)− 2

∫
M

min{K, 0}
]
.

Note that the order of magnitude is achieved by separation of variables eigen-
functions on a flat torus or round sphere, e.g., sin kx sin ky with eigenvalue −2k2

and with k2 singular points.
We briefly sketch the proof. The Bochner formula gives an exact formula away

from the singular points:

∆ log q =
1

q

[
2|∇2ϕλ|2 − λ2ϕ2

λ + (2K − λ2)|∇ϕλ|2
]

(5.78)

− 1

q2

∣∣2〈∇2ϕλ,∇ϕλ〉+ λ2ϕλ∇2ϕλ
∣∣2 .(5.79)
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Choose an orthogonal coordinate frame in which ∇2ϕλ is diagonal at a fixed
point. For simplicity write ϕ = ϕλ. Then

(5.80) ∇2ϕ =

(
ϕ11 0
0 ϕ22

)
, ∇u =

(
ϕ1

ϕ2

)
.

Then

(5.81) ∆ log q =
λ2

2

ϕ2(ϕ11 − ϕ22)2

q2
+ (2K − λ2)

|∇ϕ|2
q

.

We briefly review the calculation because the factor ϕ2 in the numerator of the first
term is missing in [D1]. One has

∆ log q =
1

q

[
2(ϕ2

11 + ϕ2
22)− (ϕ11 + ϕ22)2 + (2K − λ2)|∇ϕ|2

]
(5.82)

− 1

q2

((
ϕ11 − ϕ22 0

0 ϕ22 − ϕ11

)(
ϕ1

ϕ2

))2

(5.83)

=
1

q2

(
q(ϕ11 − ϕ22)2 + q(2K − λ2)|∇ϕ|2 − (ϕ11 − ϕ22)2|∇ϕ|2

)
(5.84)

=
λ2

2

ϕ2(ϕ11 − ϕ22)2

q2
+ (2K − λ2)

|∇ϕ|2
q

.(5.85)

In the last line we use that q − |∇ϕ|2 = 1
2λ

2ϕ2.

Since |∇ϕ|q ≤ 1 one gets

(5.86) ∆ log q ≥ −λ2 + 2 min{K, 0}.
Next consider a singular point p. Choose geodesic polar coordinates (r, θ)

centered at p. For simplicity denote ϕλ by ϕ. Then if ϕ vanishes to order k at
r = 0,

(5.87)


ϕ = ark cos kθ +O(rk+1),

∇ϕ = ∇(ark cos kθ) +O(rk),

∇2ϕ = ∇2(ark cos kθ) +O(rk−1).

(5.88)


(i) q = |∇ϕ|2 + λ2ϕ

2

2
= k2r2k−2 +O(r2k−1),

(ii) log q = ln k2 + (2k − 2) log r +O(r),

(iii) ∇ log q =
2k − 2

r
+O(1).

Let U be ball around p containing no other singular points. Let f be a test
function supported in U . Then

∫
U

f∆ log q = lim
ε→0

∫
U−Bε(p)

(∆f) log q

(5.89)

= lim
ε→0

[∫
∂Bε(p)

∂f

∂ν
log q −

∫
∂Bε(p)

f
∂

∂ν
log q +

∫
U\Bε(0)

f∆ log q

]
.(5.90)
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It follows from (ii) that the first term tends to zero as ε → 0. It follows from (iii)
that the second term tends to 4π(k − 1)f(0). The third term is an integral over a
domain with no singular points where (5.81) is valid. Thus,

(5.91)

∫
U

f∆ log q = 4π(k − 1)f(0)

+ lim
ε→0

[∫
U\Bε(p)

f

(
λ2

2

(ϕ11 − ϕ22)2

q2
+ (2K − λ2)

|∇ϕ|2
q

)]
.

It follows that for a non-negative test function f in an open set U containing
only one singular point p, and with k = ordp ϕ,

(5.92)

∫
U

f∆ log q ≥
∫
U

f
[
−λ2 + 2 min{K, 0}

]
+ 4π(k − 1)f(p),

concluding the proof of the theorem.
Note that the limit as ε → 0 in the integral of (5.91) converges. Indeed,

|∇ϕ|2
q ≤ 1 and ϕ(ϕ11−ϕ22)

q = O(rk r
k−2

r2k−2 ) = O(1). (Note that the factor of ϕ2 which

is missing in [D1]. Its presence makes this ratio bounded.)

5.8.1. The case where −λ2 is not an eigenvalue for the ± Dirichlet
problem for ∆ +λ2. We may then define the second order Dirichlet-to-Neumann
operators by

(5.93) N±2 (λ)u(s) =
∂2

∂y2
ϕλ(s, y)|y=0,

where ϕλ is the extension of u ∈ C(H) to an eigenfunction of ∆g of eigenvalue
−λ2 on M±. The first Dirichlet-to-Neumann operator is similar but takes the first
derivative. The (first) Dirichlet-to-Neumann operator is well-known to be a first
order pseudo-differential operator on H. The second one (5.93) is a second order
pseudo-differential operator. But its behavior in λ is more relevant to our problem.

In this case we have

(5.94) −
∫
H

∣∣∣∣∂ϕλ∂s
∣∣∣∣2 ds+ 〈N2(λ)ϕλ, ϕλ〉L2(H) = −λ2

∫
H

|ϕλ|2ds.

We can determine N2(λ) from Green’s formula. We then take two normal
derivatives to get

∂2
νϕλ(x)|H =

∫
H

(∂νϕλ)∂2
νGλ − ϕλ∂2

ν1
∂ν2

Gλ|H .

When we use the Dirichlet Green’s function, the first term vanishes and we
obtain

(5.95) ∂2
νϕλ(x)|H =: N2(λ)(ϕλ(x)|H) = −

∫
H

ϕλ∂
2
ν1
∂ν2

GDλ |H .

Rewriting the restricted eigenvalue equation in terms of (5.93) gives,

(5.96) − ∂2

∂s2
ϕλ(s, 0)−N2(λ)ϕλ(s, 0) = λ2ϕλ(s, 0).

We view it as a kind of operator Sturm-Liouville equation with λ-dependent ‘po-
tential’ Vλ = N2(λ).
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As in [TayII], N2(λ) is a pseudo-differential operator on H. To see this one
may use the ambient Green’s kernel GM (λ, x, y) again assuming that −λ /∈ Sp(∆).
We then define the double layer potential on M ×H by ∂ν2GM (λ, x, y).

This case is simpler and more amenable to study. Let us suppose that ϕλ|H = 0.
Then for any choice of Gλ in (5.29) we have (as in (5.30)),

(5.97) ϕλ(x) =

∫
H

(∂νϕλ)(q)Gλ(x, q)dS(q).

Hence,

(5.98) ∂2
νϕλ(x)|H =

∫
H

(∂νϕλ)∂2
νGλdS(q).

Similarly if ∂νϕλ|H = 0 then we obtain (5.95),

(5.99) ∂2
νϕλ(x)|H = −

∫
H

ϕλ(q)∂2
νx∂νqGλ(x, q)dS(q).

5.9. Hyperbolic aspects

5.9.1. Elliptic on small length scales, hyperbolic on large length scales.
In this section we explain the idea that the Helmholtz operator ∆ + λ2 is elliptic
on small length scales but hyperbolic on large ones. The Helmholtz operator is of
course elliptic if we view the constant λ as a lower order term. The symbol of the
Laplacian ∆ is |ξ|2g =

∑n
i,j=1 g

ij(x)ξiξj and it vanishes only when ξ = 0 in T ∗M .
But when we are interested in the asymptotic behavior as λ→∞, we should view
λ as an operator of order 1. More precisely, in semiclassical analysis one writes
differential operators as polynomials in λ−1 ∂

∂xj
, and in particular one rewrites the

Helmholtz operator as λ−2∆ + 1, whose semiclassical symbol |ξ|2g − 1 vanishes on
the unit cosphere bundle S∗M . Thus, in semiclassical analysis it is natural to view
∆+λ2 as a hyperbolic operator, and it is not surprising to find that the dynamics of
the geodesic flow are intimately related to spectral asymptotics. Indeed, a Fourier

transform in time conjugates ∆ + λ2 to the wave operator ∆ + ∂2

∂t2 .

On the other hand, it is natural to view ∆ + λ2 as elliptic on length scales of
order ελ−1. This is because the lowest eigenvalue of the Dirichlet Laplacian on a
ball of radius r = ελ−1 will be larger than λ2 for ε sufficiently small. As a result,
the maximum principle and standard mean value inequalities apply to ∆ + λ2 on
Br(p), and the eigenfunctions behave rather like harmonic functions if they are
dilated as in §5.2. We summarize with the statement that ∆ + λ2 is elliptic on the
length scale r = ελ−1 but is hyperbolic on larger length scales.

5.9.2. Wave equation and local reproducing formulae. To study the
size of an eigenfunction ϕλ near a point p, it is useful to relate its value at p to its
values near p. For this purpose it is useful to have a local reproducing operator, i.e.,
an operator whose Schwartz kernel is supported in x ∈ Br(p) for some small r. For
instance, the ball means operator Mr reproduces harmonic functions on Rn using
its values in a ball of radius r around p. It is one of the main sources of estimates
on harmonic functions.

There are at least three ways to construct local reproducing operators on a
Riemannian manifold. The first involves the wave operators E(t) = cos t

√
−∆ and

S(t) = sin t
√
−∆√
−∆

. The key feature of these operators is the finite propagation speed
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of the wave equation, which means that E(t, x, p) and S(t, x, p) are supported for
x ∈ Bt(p). They do not reproduce the eigenfunctions but rather multiply it by

cos t
√
−λ, resp. sin t

√
−λ√
−λ . However, if we let ρ be a smooth Schwartz function on R

whose Fourier transform satisfies ρ̂ ⊂ (−ε, ε) and ρ̂(0) = 1, then

(5.100) ρ(
√
λ−
√
−∆)ϕλ = ϕλ,

and the Schwartz kernel ρ(
√
λ −
√
−∆)(x, p) is supported for x ∈ Bε(p). Hence

ρ(
√
λ −
√
−∆) is somewhat like a ball means operator of radius t. However, it is

not an averaging operator on all functions, nor is its Schwartz kernel a positive
measure. In fact, it is a semiclassical oscillatory (Fourier integral) operator which
will be studied in detail below. The rapid oscillation of the kernel is quite distinct
from the behavior of a ball means operator.

5.9.3. Spherical means and ball means operators. A second (and some-
what related) method is to relate the ball or spherical means operator to the op-
erators E(t), S(t). The spherical means operator is an averaging operator over the
Riemannian sphere Sr(x) of radius r centered at x and the ball means operator
averages over the ball Br(x) centered at x of radius r. There are two natural defini-
tions according to the measure one puts on the spheres, resp. balls. The tangential
spherical means operator is defined by

(5.101) L0
rf(x) =

∫
S∗xM

f(expx rξ) dµx(ξ),

where dµx is the normalized surface measure on the unit co-sphere S∗xM induced
by the metric g. The tangential ball means is defined by

(5.102) M0
r f(x) =

∫
rB∗xM

f(expx rξ) dL(rξ),

where dL is Lebesgue measure in the tangent space In both cases one uses Euclidean
surface area form, resp. volume form, on the tangent space at x.

The (non-tangential) spherical means operator is defined by

(5.103) Lrf(x) =
1

|Sr(x)|

∫
Sr(x)

f dAx,

where |Sr(x)| is the Riemannian surface area of Sr(x), and the ball means operator
is

(5.104) Mrf(x) =
1

|Br(x)|

∫
Br(x)

f dVg

where |Br(x)| is the volume of the ball.
In Euclidean Rn the two types of spherical means (resp. ball means) operators

agree, but they differ in general on curved Riemannian manifolds, where the surface
measure on a geodesic sphere is not the pushforward under the exponential map
of the Euclidean surface measure in the tangent space. An important difference
between Euclidean spaces (or more generally harmonic spaces) and general Rie-
mannian manifolds is that in the first case, the spherical means operator or ball
means operator reproduce eigenfunctions of ∆ up to a scalar. This is a rare prop-
erty on a Riemannian manifold and on large length scales the wave reproducing
kernels are much more useful.
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For sufficiently small t (less than the injectivity radius inj(M, g)), the even
wave operator E(t) = cos t

√
−∆ and the spherical means operators are both

Fourier integral operators with the same canonical relation, i.e., the union of the
graphs of the geodesic flow Gt and G−t. Both have nowhere vanishing princi-
pal symbols. It follows that for small |t|, there exist pseudo-differential opera-
tors A(t,Dt, x,Dx), B(t,Dt, x,Dx) so that E(t) = A(t,Dt, x,Dx)Lt and vice-versa,
Lt = B(t,Dt, x,Dx)E(t). Applied to an eigenfunction, this gives

(5.105) Ltϕλ = B(t,Dt, x,Dx) cos t
√
λϕλ.

The change from tangential to local spherical means operator is just a change
in B. This is the closest one has to a reproducing formula using spherical means
operators. For |t| > inj(M, g) on a manifold with conjugate points, distance spheres
can develop singularities and the spherical means kernel becomes more singular than
the wave kernel.
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CHAPTER 6

Hadamard parametrices on Riemannian manifolds

In this section we construct parametrices for the wave kernels of a general
complete Riemannian manifold (M, g). Wave kernels are basic examples of Fourier
integral operators, which are discussed in general in §7.

There are several methods to construct Fourier integral representations of wave
kernels, the earliest and simplest of which being the Hadamard parametrix. In later
sections we also consider the Lax-Hörmander parametrix, which is linear in the time
variable.

The Hadamard parametrix is in some sense based on the close relation between
the wave kernels and the spherical means operators. We bring out this relation
only after discussing general Fourier integral operators in §7.

We largely follow [Be, H, R, Ga] in the construction of the Hadamard-Riesz
parametrix.

6.1. Hadamard parametrix

The wave group of a Riemannian manifold is the unitary group U(t) = eit
√
−∆.

As above, we also write E(t) = cos t
√
−∆ and S(t) = sin t

√
−∆√
−∆

. We now review

the construction of a Hadamard parametrix for E(t) and S(t). There is a similar
parametrix for U(t) but it is somewhat more complicated because U(t) is not a
function of ∆.

The basic ansatz (n = dimM) is that

(6.1) S(t, x, y) =

∫ ∞
0

eiθ(r
2(x,y)−t2)

∞∑
k=0

Wk(x, y)θ
n−3

2 −kdθ, t < inj(M, g),

where

(6.2) W0(x, y) = Θ−
1
2 (x, y), Θ(x, y) the volume density in normal coordinates.

The higher coefficients are determined by transport equations, and θr is regularized
at 0 (see below). This formula is only valid for times t < inj(M, g), but using the
group property of U(t) it determines the wave kernel for all times. It shows that for
fixed (x, t) the kernel S(t, x, y) is singular along the distance sphere St(x) of radius
t centered at x, with singularities propagating along geodesics. It only represents
the singularity and in the analytic case only converges in a neighborhood of the
characteristic conoid.

119
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We recall that the even part E(t) of the wave kernel, cos t
√
−∆ which solves

the initial value problem

(6.3)


( ∂
∂t

2

−∆
)
u = 0,

u|t=0 = f,
∂

∂t
u|t=0 = 0.

Similarly, the odd part S(t) of the wave kernel, sin t
√
−∆√
−∆

, is the operator solving

(6.4)


( ∂
∂t

2

−∆
)
u = 0,

u|t=0 = 0,
∂

∂t
u|t=0 = g.

These kernels only really involve ∆ and may be constructed by the Hadamard-Riesz
parametrix method. As above they have the form

(6.5)

∫ ∞
0

eiθ(r
2−t2)

∞∑
j=0

Wj(x, y)θ
n−1

2 −j
reg dθ modulo C∞ functions,

where Wj are the Hadamard-Riesz coefficients determined inductively by the trans-
port equations

(6.6)


Θ′

2Θ
W0 +

∂W0

∂r
= 0,

4ir(x, y)

{( k + 1

r(x, y)
+

Θ′

2Θ

)
Wk+1 +

∂Wk+1

∂r

}
= ∆yWk.

Here, r(x, y) denotes the distance between x, y ∈M . The solutions are given by:

(6.7)


W0(x, y) = Θ−

1
2 (x, y),

Wj+1(x, y) = Θ−
1
2 (x, y)

∫ 1

0

skΘ(x, xs)
1
2 ∆2Wj(x, xs) ds,

where xs is the geodesic from x to y parametrized proportionately to arc-length
and where ∆2 operates in the second variable.

Going back to the integral (6.5), we use a formula from [GeSh, p. 171]:

(6.8)

∫ ∞
0

eiθσθλ+ dθ = ieiλπ/2Γ(λ+ 1)(σ + i0)−λ−1.

We recall that (t+ i0)−n = e−iπ
n
2

1
Γ(n)

∫∞
0
eitxxn−1dx. Therefore,

(6.9)∫ ∞
0

eiθ(r
2−t2)θ

n−3
2 −j

+ dθ = iei(
n−1

2 −j)π/2Γ
(n− 3

2
− j + 1

)
(r2 − t2 + i0)j−

n−3
2 −2.
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Here there is apparently trouble when n is odd since Γ(n−3
2 − j + 1) has poles at

the negative integers. Indeed, using
(6.10)

Γ(α+ 1− k) = (−1)k+1+[α] Γ(α+ 1− [α])Γ([α] + 1− α)

α+ 1

1

α− [α]

1

Γ(k − α)
,

Γ(z)Γ(1− z) =
π

sinπz
,

(x+ i0)λ =

{
eiπλ|x|λ x < 0

xλ+ x > 0
is entire,

we see that the imaginary part cancels the singularity of 1
α−[α] as α → n−3

2 when

n = 2m+1. There is no singularity in even dimensions. In odd dimensions the real
part is cosπλxλ− + xλ+ and we always seem to have a pole in each term!

But in any dimension, the imaginary part is well-defined and we have

(6.11)
sin t
√
−∆√
−∆

(x, y) = Co sgn(t)

∞∑
j=0

(−1)jwj(x, y)
(r2 − t2)

j−n−3
2 −1

−
4jΓ(j − n−3

2 )
mod C∞.

By taking the time derivative we also have,

(6.12) cos t
√
−∆(x, y) = Co|t|

∞∑
j=0

(−1)jwj(x, y)
(r2 − t2)

j−n−3
2 −2

−
4jΓ(j − n−3

2 − 1)
mod C∞.

where Co is a universal constant and where Wj = C̃oe
−ij π2 4−jwj(x, y).

6.2. Hadamard-Riesz parametrix

We try to construct the kernel as a homogeneous oscillatory integral

(6.13) E(t, x, y) =

∫ ∞
0

eiθ(r
2−t2)A(t, x, y, θ) dθ,

where A is a polyhomogeneous symbol in θ,

(6.14) A(t, x, y, θ) ∼
∞∑
j=0

Wj(t, x, y)θ
n−1

2 −j
+ dθ mod C∞.

Here, θs+ is the homogeneous distribution with singularity at θ = 0 regularized as

in [Ho1, Chapter 3.2] or in [Be]. The leading term θ
n−1

2
+ of the amplitude has the

correct power for cos t
√
−∆. It should be θ

n−3
2

+ for sin t
√
−∆√
−∆

.

Applying the Fourier transform formula for Fθs+ [Ho1, p. 167] gives

(6.15)∫ ∞
0

eiθ(r
2−t2)θ

n−3
2 −j

+ dθ = iei(
n−1

2 −j)π/2Γ
(n− 3

2
− j + 1

)
(r2 − t2 + i0)j−

n−3
2 −2.

When n is odd, Γ(n−3
2 − j + 1) has poles at the negative integers. Thus, this

parametrix does not quite work on odd dimensional spaces (= even dimensional
space-times). But the correct formulae may be obtained by analytic continuation
(cf. [R, Be]). Riesz defined a holomorphic family of Riesz kernels (t2 − r2)α+ and
used analytic continuation to define the value when α is a negative integer. He
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only studied the imaginary part, where there is no pole. Hadamard used a different
regularization procedure (discussed below). In the end,

(6.16)

sin t
√
−∆√
−∆

(x, y) = Co sgn(t)

∞∑
j=0

(−1)jWj(x, y)
(r2 − t2)

j−n−3
2 −1

−
4jΓ(j − n−3

2 )
mod C∞.

Here, sgn(x) = x
|x| for x 6= 0 and = 0 for x = 0.

By taking the time derivative we also have,

(6.17) cos t
√
−∆(x, y) = Co|t|

∞∑
j=0

(−1)jWj(x, y)
(r2 − t2)

j−n−3
2 −2

−
4jΓ(j − n−3

2 − 1)
mod C∞,

where Co is a universal constant and where the Hadamard-Riesz coefficientsWj(x, y)
are determined inductively by the transport equations (6.6), whose solutions are
given by (6.7).

For U(t) = exp it
√

∆ one may apply
√

∆ to the parametrix for sin t
√

∆√
∆

, resulting

in an oscillatory with the same phase and a different amplitude. One may then use
Duhamel’s formula to construct the exact solution as a Volterra series,

(6.18) U(t, x, y) = UN (t, x, y) +

∫ t

0

UN (t− s)(∂2
t −∆)UN (t− s)ds+ · · · ,

where UN is an approximate solution obtained by using N terms of a series above.

6.3. The Hadamard-Feynman fundamental solution and Hadamard’s
parametrix

In his seminal work [H], Hadamard constructed a solution of 2E = 0 for t > 0

which has the singularity Γ
−m+2

2 , m = n+ 1 = dimM × R, where

(6.19) Γ = t2 − r2

in Hadamard’s notation. Note the analogy to the elliptic case where the Green’s
function (the kernel of ∆−1) has the singularity r−n+2 if n > 2.

The fundamental solution is more complicated in even space-time dimensions
(i.e., odd space dimensions). Hadamard found the general solution as follows:

• The elementary solution in odd space-time dimensions has the form

(6.20) UΓ−
m−2

2 where U = U0 + ΓU1 + · · ·+ ΓhUh + · · · is holomorphic.

This U is not the half-wave propagator!
• The elementary solution in even space-time dimensions has the form

(6.21) UΓ−
m−2

2 + V log Γ +W,

where

(6.22) U =

m−1∑
j=0

UjΓ
j , V =

∞∑
j=0

VjΓ
j , W =

∞∑
j=1

WjΓ
j .

Hadamard’s formulae for the fundamental solutions pre-date the Schwartz the-
ory of distributions. We follow his approach of describing the fundamental solutions



6.4. SKETCH OF PROOF OF HADAMARD’S CONSTRUCTION 123

as branched meromorphic functions (possibly logarithmically branched) on com-
plexified space-time. In modern terms Γα (resp. log Γ) would be defined as the dis-
tributions (Γ+i0)α (resp. log(Γ+i0)) as in the constant curvature cases. Hadamard
implicitly worked in the complexified setting. For background on log(x + i0), see
[GeSh, Chapter III.4.4] or [Ho1].

Theorem 6.1 (Hadamard, 1920). With the Uj , Vk,W` defined as above,

• In odd space-time dimensions, there exists a formal series U as above so

that E = UΓ
2−m

2 solves 2E = δ0(t)δy(x). If (M, g) is real analytic, the
series U =

∑∞
j=0 UjΓ

j converges absolutely for |Γ| < ε sufficient small,
i.e. near the characteristic conoid and admits a holomorphic continuation
to a complex neighborhood of CC.

• In even space-time dimensions, E = UΓ
2−m

2 + V log Γ +W solves 2E =
δ0(t)δy(x). If (M, g) is real analytic, all of the series for U, V,W converge
for |Γ| small enough and admit analytic continuations to a neighborhood
of CC

In the smooth case, the series do not converge. But if they are truncated at
some j0, the partial sum defines a parametrix, i.e. a fundamental solution modulo
functions in Cj0 . By the Levi sums method (Duhamel principle) the parametrix
differs from a true fundamental solution by a Cj0 kernel. We are mainly interested
in real analytic (M, g) in this article and do not go into details on the last point. We

note that the singularities of the kernel are due to the factors Γ
2−m

2 , log Γ, which
are branched meromorphic (and logarithmic) kernels. The terms are explicitly
evaluated in the case of hyperbolic quotients in [JL]. We also refer to Chapter 5.2
of [Ga] for a somewhat modern presentation of the proof.

It may be of interest to note that this construction only occupies a third of
Hadamard’s book [H]. The rest is devoted to the use of such kernels to solve the
Cauchy problem, using Green’s formula applied to a domain obtained by intersect-
ing the backward characteristic conoid from a point (t, x) of space-time with the
Cauchy hypersurface. The integrals over the light-like (null) part of the bound-

ary caused serious trouble since the factors Γ
2−m

2 are infinite along them and need
to be re-normalized. This was the origin of Hadamard’s finite parts of divergent
integrals. Riesz used analytic continuation methods instead to define the forward
fundamental solution in [R].

6.4. Sketch of proof of Hadamard’s construction

Let Θ =
√

det(gjk) be the volume density in normal coordinates based at y,
dV = Θ(y, x)dx. That is,

Θ(x, y) =
∣∣∣detDexp−1

x (y) expx

∣∣∣ .
Fix x ∈M and endow Bε(x) with geodesic polar coordinates r, θ. That is, use the
chart exp−1

x : Br(x) → B∗x,rM combined with polar coordinates on T ∗xM . Then

g11 = 1, g1j = 0 for j = 2, . . . , n. Also, dV = Θ(x, y) dy = Θ(x, r, θ)rn−1 drdθ.
So the volume density J relative to Lebesgue measure drdθ in polar coordinates is
given by J = rn−1Θ.
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In these coordinates,

(6.23) ∆ =
1

J

n∑
j,k=1

∂

∂xj

(
Jgjk

∂

∂xk
.

)
=

∂2

∂r2
+
J ′

J

∂

∂r
+ L,

where L involves no ∂
∂r derivatives. Equivalently,

(6.24) ∆ =
∂2

∂r2
+ (

Θ′

Θ
+
n− 1

r
)
∂

∂r
+ L.

The first step in the parametrix construction is to find the phase function.
Hadamard chooses to use (6.19). In the Lorentzian metric, Γ satisfies

(6.25) ∇Γ · ∇Γ = 4Γ.

This is not the standard eikonal equation σ2(dϕ) = 0 of geometric optics, but
rather has the form

(6.26) σ2(dΓ) = 4Γ.

But Γ is a good phase, since the Lagrangian submanifold {(t, dtΓ, x, dxΓ, y,−dyΓ)}
is the graph of the bi-characteristic flow. This is because the dxr(x, y) is the unit
vector pointing along the geodesic joining x to y and dyr(x, y) is the unit vector
pointing along the geodesic pointing from y to x.

To proceed, we introduce the simplifying notation

(6.27) M = 2Γ = −4− 2r
(n− 1)

r
− 2r

Θr

Θ
= 2m+ 2r

Θr

Θ
.

We then have

2 [f(Γ)Uj ] = 2 [f(Γ)]Uj + 2∇ [f(Γ)]∇Uj + f(Γ)2Uj

(6.28)

= (f ′′(Γ)∇(Γ) · ∇(Γ) + f ′(Γ)2(Γ))Uj + 2f ′(Γ)∇Γ · ∇Uj + f(Γ)2Uj .(6.29)

In addition to (6.25), we have

(6.30)


2Γ = 4 +

Jr
J

2r

∇Γ · ∇ = ∇(t2 − r2) · ∇ = 2
(
t
∂

∂t
+ r

∂

∂r

)
= 2s

d

ds
,

where we recall that that we are using the Lorentz metric of signature +−−−. Here
s2 = Γ, and the notation s dds refers to differentiation along a space-time geodesic.

We then have
(6.31)

2 [f(Γ)Uj ] =

(
f ′′(Γ)(4Γ) + f ′(Γ)

(
4 +

Jr
J

2r
))

Uj+2f ′(Γ)
(
−2s

d

ds
Uj

)
+f(Γ)2Uj .

We now apply the equation above with f = x
2−m

2 +j (and later to f = log x), in
which case

(6.32) f ′ =
(2−m

2
+j
)
x

2−m
2 +j−1, f ′′ =

(2−m
2

+j
)(2−m

2
+j−1

)
x

2−m
2 +j−2.

We then attempt to solve

(6.33) 2

(
Γ

2−m
2

∞∑
j=0

UjΓ
j

)
= 0
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away from the characteristic conoid by setting the coefficient of each power Γ
2−m

2 +j−1

of Γ equal to zero. The resulting ‘transport equation’ is

(6.34) 0 =

{
−4

((2−m
2

+ j
)(2−m

2
+ j − 1

)
+
(2−m

2
+ j
)(
− 4− Jr

J
2r
))

+ 2
(2−m

2
+ j
)(
− 2s

d

ds

)}
Uj + 2Uj−1.

They are impossible to solve for all j when m is even because the common factor
( 2−m

2 + j) vanishes when j = m−2
2 . We thus first assume that m is odd so that it

is non-zero for all j. We then recursively solve Hadamard’s transport equations in
even space dimensions:

(6.35) 4s
dUk
ds

+
(
M − 2m+ 2r

Jr
J

)
Uk = −2Uk−1.

When k = 0 we get

(6.36) 2s
dU0

ds
+ 2s

Θs

Θ
= 0,

which is solved by

(6.37) U0 = Θ−
1
2 .

The solution of the `th transport equation is then,

(6.38) U` = − U0

4`sm+`

∫ s

0

U−1
0 s`+m−12U`−1 ds.

Hence we have a formal solution with the singularity of the Green’s function in
the elliptic case, and by comparison with the Euclidean case we see that it solves
2E = δ0.

We now consider the necessary modifications in the case of even dimensional

space-times. In this case, Γ
2−m

2 Γj is always an integer power. If we could solve the
transport equation for j = m−2

2 , the resulting term would be regular with power

Γ0. The problem is that Γ0 should actually be a term with a logarithmic singularity
log Γ.

Thus the parametrix (6.33) is inadequate in even space-time dimensions. Hadamard
therefore introduced a logarithmic term V log(Γ). By a similar calculation to the
above,
(6.39)

2 [(log Γ)V ] =

(
−Γ−2(4Γ) + Γ−1

(
− 4− Jr

J
2r
))

V + 2Γ−1
(
− 2s

d

ds
V
)

+ log Γ2V.

Due to (6.25), all terms except the logarithmic term have the same singularity Γ−1.
On the other hand, the only way to eliminate the logarithmic term is to insist that
2V = 0. We further assume that

V =

∞∑
j=0

VjΓ
j .
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We then return to the unsolvable transport equations for Uj for j ≥ m−2
2 , which

now acquires the new V0 term to become:

0 =

{
−4

(
(
2−m

2
+ j)(

2−m
2

+ j − 1) + (
2−m

2
+ j)(−4− Jr

J
2r)

)(6.40)

+ 2(
2−m

2
+ j)(−2s

d

ds
)

}
Uj + 2Uj−1(6.41)

+ Γ−1

(
4 + (−4− Jr

J
2r) + 2

d

ds

)
V0.(6.42)

When j = m−2
2 , everything cancels in the Γ−1 term except 2Um−1. Hence, we

drop the Uj for j ≥ m−2
2 and assume the non logarithmic part is just the finite sum∑m−1

j=0 UjΓ
j . But adding in the V0 term we get the transport equation

(6.43) − 4s
dV0

ds
− 2r

Jr
J
V0 = −2Um−1.

Here, Um−1 is known and we solve for V0 to get

(6.44) V0 = − U0

4sm

∫ s

0

U−1
0 sm−12Um−1 ds.

The condition 2V = 0 imposed above then determines the rest of the coeffi-
cients Vj ,

(6.45) V` = − U0

4`sm+`

∫ s

0

U−1
0 s`+m−12V`−1 ds.

We now have two equations: the original 2(UΓ
2−m

2 U + V log Γ) = 0 and the new
2V = 0. By solving the transport equations for U0, . . . , Um−1, V0, Vj(j ≥ 1) we
obtain a solution of an inhomogeneous equation of the form,

(6.46) 2(UΓ
2−m

2 + V log Γ) =
∑
j=0

wjΓ
j ,

where the right side is regular. To complete the construction, we add a new term
of the form W =

∑∞
`=1W`(r

2 − t2)` in order to ensure that

(6.47) 2

(m−1∑
j=0

Uj(r
2 − t2)−m+j + V log(r2 − t2) +W

)
= 0

away from the characteristic conoid. It then suffices to find Wj so that

(6.48) 2

∞∑
j=1

WjΓ
j =

∑
j=0

wjΓ
j .

This leads to more transport equations which are always solvable (by the Cauchy-
Kovalevskaya theorem). This concludes the sketch of the proof of Theorem 6.1.

6.5. Convergence in the real analytic case

The above parametrix construction was formal. However, when the metric is
real analytic, Hadamard proved that the formal series converges for |t| and |Γ|
sufficiently small.

The convergence proof based on the method of majorants.
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Theorem 6.2 ([H]; see also [Ga]). Assume that (M, g) is real analytic. Then
there exists K > 0 so that the Hadamard parametrix converges for any (t, y) such
that t 6= 0, r(x, y) < ε = inj(x0) and

(6.49) |t2 − r2| ≤

(
(1− ‖y‖ε

)2

(
1 + m1

ε +
m2

1

ε2

)
K
, m1 =

m− 2

2
.

It follows that the Hadamard fundamental solutions holomorphically extend
to a neighborhood of CC as branched meromorphic functions with CC as branch
locus. To obtain single valued distributions, one then needs to restrict the kernels
to regions where a unique branch can be defined.

6.6. Away from CR
A further complication is that the fundamental solution has only been con-

structed in a neighborhood of CR. But it is known to be real analytic on (R×M ×
M)\CR and that it extends to a holomorphic kernel away from a neighborhood of
CC. To prove this it suffices to note that the analytic wave front set of the fun-
damental solution is CR. A more detailed proof is given by Mizohata [M1, M2]
for ‘elementary solutions’, i.e. solutions E(t, x, y) of 2E = 0 such as cos t

√
−∆ or

sin t
√
−∆√
−∆

whose Cauchy data is either zero or a delta function. Here, 2 operates in

the x variable with y as a parameter. To analyze the wave kernels away from the
characteristic conoid, Mizohata makes the decomposition

(6.50) E(t, x, y) = EN (t, x, y) + wN (t, x, y) + zN (t, x, y),

where

• 2EN = fN with fN ∈ CN−1(R×M ×M);
• EN (t, x, y)|t=0 = δy + a(x, y) with a(x, y) ∈ Cω(M × M) (in fact it is

independent of y);
• 2wN (t, x, y) = −fN (t, x, y), with w(0, x, y) = 0;
• 2zN = 0, zN (0, x, y) = −a(x, y).

The same kind of decomposition applies to the Hadamard fundamental solution.
The term constructed by the parametrix method is EN . By solving the above
equations, it is shown in [M1] that the sum is analytic away from CR. One can see
that the Hadamard method is only a branched Laurent type expansion near CR by
considering kernels for spaces of constant curvature.

6.7. Hadamard parametrix on a manifold without conjugate points

The wave kernels cos(t
√
−∆)(x, y) and sin(t

√
−∆)√
−∆

can be constructed globally

in time on a Riemannian manifold (M, g) without conjugate points, such as a non-
positively curved manifold. We refer to §2 for the geometric notions and notations.
We denote the universal Riemannian cover of (M, g) by (M̃, g̃). By definition,

there is a unique geodesic (unit speed) between any two points (x, y) of M̃ and the
geodesic distance function (squared) is a global smooth function r2(x, y).

On M̃ , the wave operator Ẽ can be globally constructed (modulo C∞(R ×
M ×M)) by the Hadamard-Riesz parametrix method (see [Be]). That is, the wave
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kernel Ẽ(t, x, y) = cos(t
√
−∆) is given modulo smooth kernels by the Hadamard

parametrix,

(6.51) Ẽ(t, x, y) ≡
∫ ∞

0

eiθ(r
2−t2)

∞∑
j=0

Wj(x, y)θ
n−1

2 −jχ(θ) dθ,

where χ is (as above) a smooth cutoff near 0 and where the Wj are given recursively

by the formulae in (6.7). Note that r2 and Θ−
1
2 are smooth for a metric WCP.

The wave kernel E(t, x, y) on M is obtained by projecting this kernel from M̃ ,
i.e., by summing over the deck transformation group:

E(t, x, y) =
∑
γ∈Γ

Ẽ(t, x, γ · y)(6.52)

≡
∑
γ∈Γ

∫ ∞
0

eiθ(r
2(x,γy)−t2)

∞∑
j=0

Wj(x, γy)θ
n−1

2 −jχ(θ) dθ.(6.53)

6.8. Dimension 3

In dimension 3, the Hadamard-Riesz parametrix is relatively elementary, and
its relation to spherical means is simpler. The Hadamard parametrix is constructed
for the cosine propagator in dimension in [Don] and we follow its exposition in the
section. The sine-propagator S(t) is one degree smoother but the calculations are
equivalent since S′(t) = C(t).

Let C(t, x, q) be the cosine propagator. For each k we construct a parametrix
in the first sense so that  2Ck ∈ Ck−1(R×M),

Ck(0, x, q)− δq ∈ Ck−1(M).

We then do the same for the sine propagator S(t, x, q).
We follow [Don] and start by relating the notation there to the one in the

Hadamard parametrix method. Donnelly writes g = det(gij) in normal coordi-
nates based at x. We denote the same quantity by Θ(x, y) so that dV (y) =

Θ(x, y)dy =
√
g(y)dy. We then change to geodesic polar coordinates (ρ, ω) so

that dy = ρn−1dρdω. We write Θ(x, ρ, ω) for Θ(x, ·) in polar coordinates. Thus,
dV (y) = Θρn−1dρdω.

Let Θ =
√

det(gjk) be the volume density in normal coordinates based at y,
dV = Θ(y, x)dx. That is,

Θ(x, y) =
∣∣∣detDexp−1

x (y) expx

∣∣∣ .
Fix x ∈M and endow Bε(x) with geodesic polar coordinates r, θ. That is, use the
chart exp−1

x : Br(x) → B∗x,rM combined with polar coordinates on T ∗xM . Then

g11 = 1, g1j = 0 for j = 2, . . . , n. Also, dV = Θ(x, y)dy = Θ(x, r, θ)rn−1drdθ. So
the volume density J relative to Lebesgue measure drdθ in polar coordinates is
given by J = rn−1Θ.

In these coordinates,

(6.54) ∆ =
1

J

n∑
j,k=1

∂

∂xj

(
Jgjk

∂

∂xk
.

)
=

∂2

∂r2
+
J ′

J

∂

∂r
+ L,
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where L involves no ∂
∂r derivatives. Equivalently,

∆ =
∂2

∂r2
+ (

Θ′

Θ
+
n− 1

r
)
∂

∂r
+ L,

Proposition 6.3. For general metrics on Riemannian manifolds of dimension
3, for any k and for |t| < inj(M, g), there exists a kth order parametrix of the form,
(6.55)

Ck(t, x, q) = a−2(x, q)δ′(ρ− t) + a−1(x, q)δ(ρ− t) + a0(x, q)H0(ρ− t)

+ · · ·+ ak(x, q)Hk(ρ− t).

Here, Hk(s) = 1
j!s

j
+ and the aj are constructed so that as ρ→ 0,

a0 = O(1),

a0 + ρa1 = O(ρ),

· · ·

a0 + ρa1 + · · ·+ akρ
k = O(ρk).

Remark 6.4. On R3 the sine propagator was δ(ρ−t)
ρ and its t-derivative is the

cosine propagator δ′(ρ−t)
ρ . The factor of 1

ρ will be absorbed into the amplitudes aj .

Proof. Suppose that f(ρ) is a function depending only on ρ. In view of (6.54),
we have for n = 3,

(6.56) ∆(f(ρ)α) =

(
f ′′(ρ) +

Jρ
J
f ′(ρ)

)
α+ 2f ′(ρ)

∂α

∂ρ
+ f(ρ)∆α.

Define the transport operator

R := J−
1
2
∂

∂ρ
J

1
2 .

A straightforward caclulation based on (6.56) gives

( ∂
2

∂t2 −∆)Ck(t, x, q) = (−2Ra−2) δ′′(ρ− t)

+ (−2Ra−1 −∆a−2) δ′(ρ− t)

+ · · ·+ (−Raj−1)Hj−1(ρ− t)

+ · · · (−∆ak)Hk(ρ− t).
Note that the coefficient of δ′′′ cancels due to the argument ρ − t. To make the
coefficient of δ′′ zero, we need to solve

R a−2 = 0 ⇐⇒ ∂

∂ρ
J

1
2 a−2 = 0 ⇐⇒ J

1
2 a−2 = Const.

It follows that

a−2 = C
Θ

1
2

ρ
.
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To obtain the desired initial condition, one makes the constant the same as in the
Euclidean case, i.e. C = 4π. Thus, a−2 has a similar form to the Euclidean case
where Θ ≡ 1.

The coefficient of δ(ρ− t) equals

−2Ra−1 + ∆a−2,

and to make it zero we need to define a−1 so that

Ra−1 = −∆a−2.

Then,

a−1 = CJ−
1
2 − 1

2
J−

1
2

∫ ρ

0

J
1
2 ∆J−

1
2 ds.

One must have C = 0 if a−1 is smooth. Adjusting for constants,

a−1 =
1

8π

1

J
1
2

∫ ρ

0

J
1
2 ∆J−

1
2 ds.

This may be simplified using the special identity in dimension 3,

J
1
2 ∆J−

1
2 = Θ−1∆Θ−

1
2 ,

to give,

a−1 = J−
1
2

∫ ρ

0

Θ
1
2 ∆Θ−

1
2 ds.

In general one has transport equations

Raj = − 1
2∆aj−1,

which are solved iteratively as in the case j = −1. If we solve the first k transport
equations we get

2Ck = −(∆ak)Hk ∈ Ck−1(R×M).

This uniquely determines the ak and implies that

Ck(0, x, q)− δq ∈ Ck−1(M).

As in [Don, Theorem 2.4], we claim:

Theorem 6.5. C(t, x, q)− Ck(t, x, q) ∈ Ck−1(R×M).

Proof. One has,
2(C − Ck) ∈ Ck−1(R×M),

C(0, x, q)− Ck(0, x, q) ∈ Ck−1(R×M),

∂
∂t (C(t, x, q)− Ck(t, x, q))|t=0 = 0.

The last equation holds if we extend the solution to be even in t from t > 0. Further,
by the recursive procedure,

Ck+1 − Ck ∈ Ck(R×M).

To prove that C−Ck ∈ Ck−1 we use a form of Duhamel’s principal for second order
equations and the fact that the wave propagator is unitary on Sobolev spaces. It is
sufficient to cite [Ho3, Lemma 15.5.4]. Let E(t) =

∫
M

(|v(x, t)|2 + |∇v(x, t)|2)dV .
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Lemma 6.6. Let v ∈ C∞([0, T ] × M) be the solution of the inhomogeneous
initial value problem on [0, T ]×M : 2v = h,

v(x, 0) = vt(x, 0) = 0.

Then,

E(t) ≤ C(

∫ t

0

‖h(s, x)‖ds.

First,

〈∆v̇, v〉L2 = 〈v̇,∆v〉L2 .

Hence,

2〈h, v̇〉L2(M) =
∂

∂t
E(t).

Let

M2 := sup
0≤s≤t

‖v̇(s·)‖2L2 + ‖∇v(s, ·)‖2L2/C1 = sup
0≤s≤t.

E(s).

Therefore,

E(t) ≤ 2M

∫ t

0

‖h(s, ·)‖ds.

Thus,

M2 ≤ 2M

∫ t

0

‖h(s, ·)‖ds,

proving the Lemma.
�

One can iterate the argument to obtain estimates on higher derivatives of v in
terms of higher derivatives of h. The full estimate is [Ho3, (17.5.11)]:

k+1∑
j=0

‖DK+1−j
t v(t, ·)‖(j) ≤ Ck

∫ t

0

‖Dk
sh(s, ·)‖ds+

k−1∑
j=0

‖Dk−1−j
t h(t, , ·)‖(j)

 .

It is proved inductively using v̈ = h−∆v which equals 0 when t = 0. This concludes
the proof of Proposition 6.3. �

6.8.1. Sine kernel. The same parametrix construction works for the sine

propagator S(t). In Euclidean space it equals δ(ρ−t)
ρ . The factor 1

ρ = a−2 and

Θ = 1.

Proposition 6.7. For general metrics on Riemannian manifolds of dimension
3, there exists a parametrix of the form,
(6.57)
Sk(t, x, q) = a−2(x, q)δ(ρ−t)+a−1(x, q)H0(ρ−t)+a0(x, q)H1(ρ−t)+· · ·+ak(x, q)Hk−1(ρ−t).
Here, Hk(s) = 1

j!s
j
+.

One can go through the same steps or simply observe that S(t) =
∫ t

0
C(s)ds.

Since the aj are independent of t one simply integrates up the Hk(s). Note that
d
dsH

k(s) = Hk−1(s).
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6.9. Appendix on Homogeneous distributions

Let Dtϕ(x) = ϕt(x) = tϕ(tx). A distribution on R\{0} is called homogeneous
of degree a if 〈E,ϕt〉 = t−a〈E,ϕ〉. One uses the same definition in Rn\{0} with
ϕt(x) = tnϕ(tx). If it extends to Rn as a distribution with the same property it is
called homogeneous of degree a on Rn. The following is from [Ho1].

6.9.1. xa+. For Re(a) > −1 define

(6.58) xa+ =

{
xa x ≥ 0,

0 x < 0.

We want to extend the definition to all a ∈ C so that

(6.59)
d

dx
xa+ = axa−1

+ and xxa−1
+ = xa+.

There is a problem already at a = 0 since d
dxx

0
+ = δ0(x).

We define

(6.60) Ia(ϕ) =

∫ ∞
0

xaϕ(x) dx

so that

(6.61) Ia(ϕ′) = −aIa−1(ϕ), Re(a) > 0.

Then for Rea > −1 and k ∈ Z+,

(6.62) Ia(ϕ) =
(−1)k

(a+ k) · · · (a+ 1)
Ia+k(ϕ(k)).

This defines Ia as an analytic family of distributions for Rea > −k − 1 except for
poles at a = −1, . . . ,−k. At a = −k the residue is

(6.63) lim
a→−k

(a+ k)Ia(ϕ) =
(−1)k

(−1) · · · (−k + 1)
I0(ϕ(k)) =

ϕ(k−1)

(k − 1)!
.

Thus,

(6.64) lim
a→−k

(a+ k)xa+ = (−1)k
δ

(k−1)
0

(k − 1)!
.

Thus one defines

(6.65) x−k+ (ϕ) =
1

(k − 1)!

∫ ∞
0

(log x)ϕ(k)(x) dx+
ϕ(k−1)(0)

(k − 1)!

( k∑
j=1

1

j

)
.

6.9.2. xa−. For Re(a) > −1 define

(6.66) xa+ =

{
0, x ≥ 0,

|x|a x < 0.

It is the reflection of xa+ through the origin.

6.9.3. χa+. Also, define

(6.67) χα+ =
xα+

Γ(α+ 1)
.

This is a holomorphic family of homogeneous distributions and

(6.68) χ−k+ = δ
(k−1)
0 .
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6.9.4. (x+i0)a. Define the function za on C\R defined by ea log z where log z ∈
R, for z ∈ R+. Its boundary values are denoted (x± i0)a. For Re(a) > 0 one has

(6.69) (x± i0)a = xa+ + e±iπaxa−.

We also need that (x+ i0)λ is entire and

(6.70) (x+ i0)λ =

{
eiπλ|x|λ x < 0

xλ+ x > 0.

One has

(6.71) (xπ ± i0)−k = x−k+ + (−1)kx−k− ± iπ(−1)k
δ

(k−1)
0

(k − 1)!
.

6.9.5. x−n. Here and above t−n is the distribution defined by t−n = Re(t +
i0)−n (see [Be] or [GeSh, p. 52, 60].)

6.9.6. Fourier transforms of homogeneous distributions. According to
[GeSh, p. 171],

(6.72)

∫ ∞
0

eiθσθλ+dλ = ieiλπ/2Γ(λ+ 1)(σ + i0)−λ−1.

Also, (t+ i0)−n = e−iπ
n
2

1
Γ(n)

∫∞
0
eitxxn−1dx.
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CHAPTER 7

Lagrangian distributions and Fourier integral
operators

7.1. Introduction

This section gives a brief introduction to Fourier integral operators and La-
grangian distributions, in both the homogeneous and semi-classical versions. We
are mainly concerned with applications to parametrices for the wave group, but we
also consider restriction operators to submanifolds and other Fourier integral oper-
ators that arise when studying eigenfunctions. Our aim is to present the theory in
an informal and intuitive way, through basic examples and by sketching some of the
original ideas and calculations due to Pauli, Van Vleck, Fock and other physicists
more or less the way they understood them. Most of the ‘modern’ material in this
section is drawn from [Ho6, Ho2, Du1, Du2, DSj, GSj, GuSt1, SV], where
the reader can find much more detailed and systematic presentations.

Fourier integral operators are generalizations of pseudo-differential operators
in which symplectic transformations are quantized as well as symbols. Fourier
integral operators may thus be viewed as quantizations of symplectic maps or (in
the homogeneous setting) contact transformations, and in the Japanese literature
they are often referred to as quantized contact transformations. They formalize P.
Dirac’s idea [Dir] that unitary operators are the quantum mechanical analogue of
symplectic transformations. This analogy was put on a firmer mathematical basis
by Van Vleck [V], Pauli [P] and Fock [F].

Fourier integral operators come in two basic types: (i) homogeneous, and (ii)
semi-classical. Homogeneous Fourier integral operators are used construct para-
metrices for ‘propagators’ of wave equations such as U(t) = exp it

√
−∆ or Green’s

functions, e.g., Schwarz kernels of ∆−1. They have homogeneous phases of degree
1 and poly-homogeneous amplitudes. Semi-classical Fourier integral operators are

used to construct propagators for the Schŕ’odinger equation with ~ or many other
kernels involving an external parameter ~. Hadamard’s parametrix (6.5) for the
wave kernel is a homogeneous Fourier integral operator. Semi-classical propagators
were probably introduced by van Vleck and Pauli in the form

(7.1) Ksc(x, τ, y, 0) = (i~)−n/2
√
De

i
~S(t,x,y),

where S(t, x, y) is the generating function of the graph of the associated classical
Hamiltonian flow, and where

(7.2) D = D(t, x, y) = (−1)n det
(

∂S2

∂xj∂yk

)
is now known as the van Vleck determinant. In the symbol calculus of Fourier
integral operators, the van Vleck determinant is interpreted in terms of the principal
symbol, so that the ‘scalar’ symbol of (7.1) is equal to one. Pauli gave a formal
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proof that van Vleck determinants satisfy the cocycle condition D(2, 1)D(1, 0) =
D(2, 0) detS under composition; here, S is the Hessian of S(2, 1) + S(1, 0) at the
critical point 1 (see §7.3.3). Physics reference explaining this include [V, F, DeW,
M, Li]. Fock [F] gave a formal proof that Schwartz kernels of this form are unitary
to leading order in ~ (see §7.3.4). Exponentials of quadratic Hamiltonians, the so-
called metaplectic representation [Fo], have this form when the canonical relation
is projectible §7.3.2. When the canonical relation is not projectible, one needs a
more general theory in which propagators are expressed as oscillatory integrals.

This chapter is accordingly split up into a section on homogeneous Fourier
integrals and a section on semi-classical Fourier integral operators. As mentioned
above, the purpose is only to illustrate some basic notions with concrete examples.

7.1.1. Symbol calculus and symplectic category. In the previous chap-
ter, we constructed the Hadamard parametrix for the wave kernel. In the following
section on Weyl laws we use another parametrix for the half-wave group with a
different phase function. This raises the question of finding invariants common to
the different parametrix constructions. The theory of Fourier integral operators
provides such invariants, the main ones being the canonical relation C and princi-
pal symbol σ. Use of these invariants simplifies the calculation of the leading order
terms in stationary phase expansions of oscillatory integrals obtained by composing
many Fourier integral kernels. The symbol calculus gives rules for gluing together
stationary phase expansions of the parts. The symbol is a section of the bundle
Ω 1

2
(C) of half densities on C tensored with the Maslov canonical bundle. In this

monograph we omit discussion of the Maslov bundle, referring to the references
above for background.

Under certain transversality (or ‘clean-ness’) assumptions, the composition of
Fourier integral operators is a Fourier integral operator and, ignoring technical com-
plications, one may speak of the algebra of Fourier integral operators. The symbol
calculus is the induced ‘algebra’ of pairs (C, σ) of weighed canonical relations, con-
sisting of a canonical relation C and a half-density on C. Thus, given weighted
canonical relations (C1, σ1) and (C2, σ2) we would like to define

(7.3) (C1 ◦ C2, σ1 ◦ σ2).

The composition C1 ◦C2 is simply set theoretic composition and the only problem
is C1 must satisfy generalized transversality conditions relative to C2 so that the
composition is a canonical relation, i.e., a Lagrangian submanifold. Weinstein has
called the symbol algebra the ‘symplectic category’ and we follow this reasonably
standard terminology. The symplectic category is a geometric model for the ‘al-
gebra’ of Fourier integral operators and is discussed in detail in [DuG, GuSt1,
GuSt2, Ho6].

In practice, the symbol calculus is used to simplify lengthy calculations of
stationary phase expansions arising from compositions of many Fourier integral
operators. The most difficult part to interpret geometrically is the Hessian of the
phase on the critical set. The symbol calculus can potentially be used to analyze the
Hessian of a phase of many variables as a composition of principal symbols of the
factors. Although we do not use the symbol calculus very much in this monograph,
it is used in many of the cited references and is conceptually useful.

The principal symbol calculus is formalized as the “symplectic category” whose
objects are weighted symplectic manifolds and whose morphisms are weighted
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canonical relations, where weights are half-densities or forms. Composing sym-
bols is a matter of symplectic linear algebra which is explained in §2 of [Ho6] and
will be reviewed in §7.1.1.

7.2. Homogeneous Fourier integral operators

The term ‘homogeneous’ refers to the R+ action r · (x, ξ) = (x, rξ) on T ∗M \ 0,
with r ∈ R+. An oscillatory integral distribution

(7.4) u(x) =

∫
RN

eiϕ(x,θ)a(x, θ) dθ

is said to be a Fourier integral (or Lagrangian) distribution if its phase ϕ is homo-
geneous of degree one and if its amplitude a(x, θ) ∼∑∞j=0 aj(x)|θ|µ−j is polyhomo-
geneous. The integral representation is not unique and one would like to associate
invariants to u. These are the associated Lagrangian submanifold Λϕ ⊂ T ∗X and
the symbol.

We first define Λϕ. The critical set of the phase is given by

(7.5) Cϕ = {(x, θ) : dθϕ = 0}.
Under ideal conditions, the map

(7.6) ιϕ : Cϕ → ιϕ(Cϕ) =: Λϕ ⊂ T ∗X, ιϕ(x, θ) = (x, dxϕ)

is a Lagrangian embedding, or at least an immersion. In this case the phase is
called non-degenerate. Less restrictive, although still an ideal situation, is where
the phase is clean. This means that the map

(7.7) ιϕ : Cϕ → ιϕ(Cϕ) =: Λϕ,

is locally a fibration with fibers of dimension e. From [Ho6, Definition 21.2.5] , the

number of linearly independent differentials d∂ϕ∂θ at a point of Cϕ is N − e.
We write a tangent vector to M × RN as (δx, δθ) or (δx, δθ). The kernel of

(7.8) Dϕ′θ =
(
ϕ′′θx ϕ′′θθ

)
is T(x,θ)Cϕ. That is, (δx, δθ) ∈ TCϕ if and only if ϕ′′θxδx + ϕ′′θθδθ = 0. Indeed, ϕ′θ
is the defining function of Cϕ and dϕθ is the defining function of TCϕ. By [Ho6,

Definition 21.2.5], the number of linearly independent differentials d∂ϕ∂θ at a point
of Cϕ is N − e where e is the excess. Then C → Λ is locally a fibration with fibers
of dimension e. So to find the excess we need to compute the rank of

(
ϕ′′xθ ϕ′′θθ

)
on Tx,θ(RN ×M). Non-degeneracy is thus the condition that

(7.9)
(
ϕ′′θx ϕ′′θθ

)
is surjective on Cϕ ⇐⇒

(
ϕ′′θx

ϕ′′θθ

)
is injective on Cϕ.

Note that

(7.10) dιϕ(δx, δθ) = (δx, ϕ
′′
xxδx + ϕ′′xθδθ).

Indeed, if dιϕ(δx, δθ) = 0 then δx = 0 and ϕ′′xθδθ = 0 but then if (δx, δθ) ∈ TCϕ,

then also ϕ′′θθδθ = 0. So if

(
ϕ′′θx

ϕ′′θθ

)
is injective, then δθ = 0.
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7.2.1. Fourier integral operators. A homogeneous Fourier integral opera-
tor A : C∞(X)→ C∞(Y ) is an operator whose Schwartz kernel may be represented
by a Fourier integral distribution

(7.11) KA(x, y) =

∫
RN

eiϕ(x,y,θ)a(x, y, θ) dθ,

where (as above) the phase ϕ is homogeneous of degree one in θ. The amplitude is
understood to be a poly-homogeneous function of θ, i.e., a(x, y, θ) ∼∑j aj(x, y)θµ−j

as j →∞. There could be any number N of phase variables θ. The critical set of
the phase is then given by

(7.12) Cϕ = {(x, y, θ) : dθϕ = 0},
and it is non-degenerate if

(7.13) ιϕ : Cϕ → T ∗(X × Y ), ιϕ(x, y, θ) = (x, dxϕ, y,−dyϕ)

is a Lagrange embedding, or at least an immersion. As before, the image of ιϕ is
denoted by Λϕ.

The geometry is encoded in the diagram:

Λφ ⊂ T ∗X × T ∗Y

T ∗X T ∗Y

π ρ

The canonical relation Λϕ is called a canonical graph if the projections π, ρ
are homogeneous diffeomorphisms, in which case it is the graph of a homogeneous
canonical (i.e., symplectic) transformation. It is called a local canonical graph if
both π, ρ are local diffeomorphisms.

A submanifold C ⊂ T ∗(X ×Y ) is called a canonical relation if it is Lagrangian
for the difference symplectic structure ωX − ωY of the canonical symplectic forms.
For instance, the graph of a symplectic map χ : T ∗X → T ∗Y is a canonical graph
consisting of pairs (x, ξ, y, η) such that χ(x, ξ) = (y, η). One can (and often does)
multiply η by −1 to reverse the sign of the symplectic form and make the canonical
relation Lagrangian with respect to the standard symplectic structure on the prod-
uct. Homogeneous canonical relations, diffeomorphisms and phases are understood
to be homogeneous of degree 1. Symbols can be homogeneous of any order.

7.2.2. Order and symbol. The second invariant associated to a Lagrangian
distribution is its symbol, a section of the bundle of half-densities tensor a Maslov
bundle. We omit any discussion of Maslov bundles, but do review half-densities
and the half-density part of the symbol.

Half-densities arise when one wishes to endow a manifold with a Hilbert space
structure L2(X). In general there is no preferred volume form and instead of scalar

functions one uses half-densities Ω
1
2 , i.e., square roots of densities, to define the

intrinsic Hilbert space L2(X,Ω
1
2 ). Thus, KA from (7.11) is a double half-density

on X × Y and its integral against a half-density on Y is well-defined The symbol
calculus is based on this half-density formalism. In the Riemannian setting of this
monograph, there does exist a preferred half density

√
dVg, the square root of the

volume density, and there is a natural Hilbert space isomorphism L2(M,Ω
1
2 ) '
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L2(M,
√
dVg). Whenever possible, we write half-densities as f

√
dVg. We need to

keep track of the half-density aspect to define symbols correctly.
The order of a homogeneous Fourier integral operator A : L2(X) → L2(Y ) in

the non-degenerate case is given in terms of a local oscillatory integral formula
(7.11) by m+ N

2 − n
4 , where n = dimX+dimY , m the order of the amplitude, and

N the number of phase variables in the local Fourier integral representation (see
[Ho6, Proposition 25.1.5]); in the general clean case with excess e, the order goes
up by e

2 (see [Ho6, Proposition 25.1.5’] ).
The space of Fourier integral operators of order m associated to a canonical

relation C ⊂ T ∗(X × Y ) \ 0 is denote by

(7.14) Im(X × Y,C).

The symbol of the Fourier integral operator A is a homogeneous section of Ω 1
2
⊗M

of the bundle of half-densities times a section of the Maslov line bundle on C. It
involves the delta-density dCϕ along the critical set of the phase. More precisely,
dCϕ is the Leray form defined by δ(dθϕ), transported to its image in T ∗M under
ιϕ. If (λ1, . . . , λn) are any local coordinates on Cϕ, extended as smooth functions
in neighborhood, then

(7.15) dCϕ :=
|dλ|

|D(λ, ϕ′θ)/D(x, θ)| ,

where dλ is the Lebesgue density. The symbol

(7.16) σA := a0

√
dCϕ

is the leading order term a0|C of the amplitude on C multiplied by the square-root
of the Leray form.

If ϕ is a non-degenerate phase function of a general Lagrangian distribution
(7.4), define the Hessian (cf. [Ho6, Proposition 25.1.5])

(7.17) Φ =

(
ϕ′′xx ϕ′′xθ

ϕ′′θx ϕ′′θθ

)
Then the symbol of (7.4) expressed in local coordinates is equal to

(7.18) σu = e
iπ
4 sgn(Φ)a0|det Φ|− 1

2 |dξ| 12 .
See [Ho2, Proposition 4.1.3]. For a clean phase function, the more complicated
formula is given in [Ho6, p. 15].

The definition of the principal symbol is evidently “extrinsic”, i.e., it makes
use of a specific representation (7.11), the embedding ιϕ from (7.7), and a density
(7.15) that depends on ϕ and not just on the zero set {dθϕ = 0}. Indeed, (7.15)
is a Leray form of type dV

df on {f = 0}, and such a form depends on the choice of

defining function f . It is verified in [Ho2, Du1, GuSt1] and elsewhere that the
principal symbol is independent of these choices. However it is obviously desirable
to have an intrinsic formula for the principal symbol as a half-density on Λϕ.

We now specialize to kernels KA ∈ D′(X ×Y ) of Fourier integral operators. In
general, if C ⊂ T ∗Y × T ∗X is a canonical relation, one can parametrize C in the
neighborhood of a point c0 ∈ C by a non-degenerate phase function ϕ(x, y, θ) ∈
C∞(X × Y × RN\0) near (x0, y0, θ0) where π(c0) = (x0, y0), i.e., by

(7.19) (x, y, θ) ∈ Cϕ = {(x, y, θ) : ϕ′θ(x, y, θ) = 0} → (x, ϕ′x, y,−ϕ′y).
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The map C → T ∗X is bijective if and only if nX = nY and if

(7.20) D(ϕ) := det

(
ϕ′′θθ ϕ′′θx

ϕ′′θy ϕ′′yx

)
6= 0 at (x0, y0, θ0).

It is easy to check that

(7.21)
D(x, ϕ′x, ϕ

′
θ)

D(x, y, θ)
= det

(
ϕ′′yx ϕ′′θx

ϕ′′θy ϕ′′θθ

)
.

Since ιϕ is an embedding, (x, ξ) = (x, ϕ′x) are local coordinates and
(7.22)

dC = |D(ϕ)|−1dx1 · · · dxndξ1 · · · dξn =

∣∣∣∣D(x, ϕ′x, ϕ
′
θ)

D(x, y, θ)

∣∣∣∣−1

dx1 · · · dxndξ1 · · · dξn.

See [Ho2, Proposition 4.1.3].
A Fourier integral operator A ∈ Im(X×Y,C) is determined up to a lower order

term in Im−1(X × Y,C) by (C, σA).

7.2.3. Oscillatory integrals associated to Lagrangian subspaces of a
symplectic vector space. The simplest oscillatory integrals or Lagrangian distri-
butions are those associated to Lagrangian subspaces λ ⊂ S of a symplectic vector
space (S, σ). Chapter 21.6 of [Ho5] is devoted to them, and we review some of the
results in this section. In a sense, symbol calculus is simply a combination of this
linear case together together with some calculus on manifolds.

The Lagrangian Grassmannian Λ(S) is the manifold of all Lagrangian subspaces
of (S, σ). One may identify S ' T ∗Rn and σ with the standard symplectic form.
If µ = T ∗0 Rn denotes the vertical Lagrangian subspace, then elements λ ∈ Λµ(S),
the of Lagrangian subspaces transversal to µ, can be represented as graphs of of
symmetric matrices, λ = {(x,Ax)} or as differentials of the quadratic functions
qA(x) = 〈Ax, x〉/2. Here, µ could be replaced by another Lagrangian plane.

If λ0, λ1 are transversal Lagrangian subspaces, then the bilinear map (X,Y ) ∈
λ0 × λ1 → σ(X,Y ) is non-degenerate and defines an isomorphism from λ1 → λ∗0
where λ∗0 is the dual space of λ0. Introduce linear symplectic coordinates (x, ξ)
so that λ0 = {x = 0} and λ1 = {ξ = 0}. Following [Ho5, (21.6.4)], define, for
λ ∈ Λ(S),

(7.23) I(λ;λ1) :=
{
u ∈ S ′(λ∗0,Ω

1
2 ) : L(x,D)u = 0 for all L(x, ξ) ∈ S∗

such that L(x, ξ) = 0 on λ} .
Here, L(x, ξ) is a linear functional. The definition is almost independent of λ1 and
the equations L(x,D) = u for L|λ = 0 is an involutive system of maximal dimension
n, so that {u, λ) : u ∈ I(λ)} is one-dimensional and λ→ I(λ) defines a line bundle
over Λ(S). This may be seen concretely when λ is the graph of 〈Bξ, ξ〉/2 for a
symmetric matrix B. Then u ∈ I(λ, λ1) is the oscillatory integral

(7.24) u(x) = C

∫
Rn
ei(〈x,ξ〉−〈Bξ,ξ〉/2) dξ.

Every u ∈ I(λ, λ1), whether or not λ is transversal to λ1, may be represented in
the form

(7.25) u(x) = C

∫
Rn
eiQ(x,ξ) dξ, x ∈ λ1,
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with Q(x, ξ) = 〈x, ξ〉+ 〈Ax, x〉/2− 〈Bξ, ξ〉/2 for some symmetric A,B so that

(7.26) λ =

{(
x,
∂Q

∂x

)
:
∂Q

∂ξ
= 0

}
.

Further, in [Ho5, (p. 333)] it is explained that I(λ) can be identified with the
space of translation invariant half-densities on λ. Then as in (7.15), as half-densities

Ω
1
2 (λ) on λ,

(7.27) d
1
2

C = |detQ′′|− 1
2 |dξ| 12 .

The full symbol is

(7.28) σu = a d
1
2

Ce
iπ sgnQ/4,

where a is a normalization of the constant C. Such oscillatory integrals with qua-
dratic phase functions form the metaplectic representation and are discussed further
in §7.3.2.

7.2.4. Quantizations of canonical transformations. The simplest homo-
geneous Fourier integral operators F are those whose canonical relations are graphs
of homogeneous symplectic diffeomorphisms (canonical transformations). They
may be represented in terms of the Fourier transform by

(7.29) Fu(x) = (2π)−n
∫
Rn
a(x, ξ)eiϕ(x,ξ)û(ξ) dξ.

This is a local representation in which the manifold is identified with Rn and the
homogeneous phase is assumed to have the form

(7.30) Φ(x, y, ξ) = ϕ(x, ξ)− 〈y, ξ〉
with phase variable ξ.

The critical set is then given by

(7.31) CΦ = {(x, y, ξ) : y = dξϕ(x, ξ)} ⊂ Rn × T ∗Rn

and the Lagrangian immersion is given by

(7.32) ιΦ|(x, y, ξ) = (x, ϕ′x, y, ξ) = (x, ϕ′x, ϕ
′
ξ, ξ).

Thus, the independent variables on CΦ ' T ∗Rn are (x, ξ) and we may view ϕ as a
function on T ∗Rn with ΛΦ = graph(dϕ). As observed in [Ho6, Proposition 25.3.3],

Cϕ is the graph of a canonical transformation if and only if det
(
∂2ϕ
∂x∂ξ

)
6= 0 since

this is the condition for the maps (x, ξ) → (x, ϕ′x) and (x, ξ) → (x, ϕ′ξ) to be local
diffeomorphisms, and also for the critical set Cϕ to be a local canonical graph.

The principal symbol is the half-density on ΛΦ given in local (x, ξ) coordinates
(see [Ho6, p. 27]) by

(7.33) σ(F ) =
a0(x, ξ)√
det
(
∂2ϕ
∂x∂ξ

) |dxdξ| 12 .
To see that this is consistent with (7.15), we have to show that (7.33) equals the sym-
bol is a0

√
dCϕ , transported to ΛΦ. By (7.18), it suffices to observe that (7.33) equals
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a(x, y, θ)|D(ϕ)|− 1
2 times the symplectic volume half-density, whereas in (7.22),

(7.34) D(ϕ) = det

(
ϕ′′ξξ ϕ′′ξx

ϕ′′yξ ϕ′′yx

)
= det

(
ϕ′′ξξ ϕ′′ξx

−I 0

)
= detϕ′′xξ.

One of the principal examples of a homogeneous Fourier integral operator asso-
ciated to a canonical graph is the half-wave kernel at fixed time, i.e., the Schwartz

kernel of the half-wave operator e−it
√
−∆. In the case of Euclidean Rn, the half-wave

kernel has the above kind of homogeneous Fourier integral representation

(7.35) U(t, x, y) = (2π)−n
∫
Rn
ei〈x−y,ξ〉eit|ξ| dξ.

For fixed t its homogeneous canonical relation in T ∗(M ×M) is given by the graph
of the geodesic flow on the characteristic variety τ + |y|g = 0, i.e.,

(7.36) C = {(t, τ, x, ξ, y, η) : τ + |η|g = 0, Gt(x, ξ) = (y, η)}.
For fixed (t, y), the amplitude is 1 and the phase is ϕ(t, x, y, ξ) = 〈x−y, ξ〉+it|ξ|.

Since |ξ| is independent of x, the mixed Hessian ϕ′′x,ξ = 1 and the symbol is the

graph half-density |dx ∧ dξ| 12 .
If one views t, y as variables, then U(t, x, y) ∈ D′(R ×M ×M) is distribution

kernel on R×M×M and its canonical relation is a homogeneous canonical relation
in T ∗(R × M × M) given by the space time graph of the geodesic flow on the
characteristic variety τ + |y|g = 0, i.e.

(7.37) C = {(t, τ, x, ξ, y, η) : τ + |η|g = 0, Gt(x, ξ) = (y, η)}.
Its symbol is then |dt ∧ dx ∧ dξ| 12 . We refer to [Ho6] and [DuG] for background.

In the definition of the symbol (7.33), one divides by the van Vleck determinant.
The non-homogeneous analogue of the symbol of (7.1) would then be 1. In [SV]
(see (2.1.2), (2.2.5) and Definition 2.7.1), homogeneous Fourier integral operators
quantizing canonical transformations are represented in the form

(7.38) Iϕ,a(t, x, y) =

∫
eiϕ(t,x,y,η)a(t, x, y, η)ζ(t, x, y, η)|detϕx,η|

1
2 dη,

where ζ is a cutoff. In this representation, the principal symbol is a0|Cϕ |dxdξ|
1
2 .

There is an additional Maslov factor eiπ arg /4 (see [SV, (2.2.4)]).

7.2.5. Special parametrization of a conic Lagrangian. In view of the
non-uniqueness of the Fourier oscillator integral representations of a Lagrangian
distribution, it is desirable to have a kind of canonical parametrization of a La-
grangian submanifold. In the conic (homogeneous) case, where Λ is invariant under
the R+ action, a reasonably canonical local parametrization is to express Λ as the
graph of an exact 1-form on the vertical fibers T ∗xM of T ∗M . Of course, this is only
a local representation when T ∗M is not symplectically equivalent to the product
M × Rn.

Theorem 21.2.16 of [Ho5] asserts that for any conic Lagrangian submanifold
Λ ⊂ T ∗M which is locally projectible to the fiber T ∗xM , there exist local symplectic
coordinates (x, ξ) and a homogeneous function H(ξ) so that

(7.39) Λ = {(H ′(ξ), ξ) : ξ ∈ Rn}.
Here, locally projectible means that there exists a conic neighborhood of (x0, ξ0)
so that the map πV : Λ → Rnξ is non-singular in the cone, i.e., Λ is transverse to
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ξ = C. By Proposition 25.1.3 of [Ho6] a Lagrangian distribution u associated to
the Lagrangian Λ may be locally represented in the form

(7.40) Fu(x) = (2π)−n
∫
Rn
a(x, ξ)eiH(ξ)û(ξ) dξ.

The principal symbol is then (up to Maslov factors and dimensional constants)
given by

(7.41) σu = π∗V (a0|dξ|
1
2 ).

7.2.6. Unitary homogeneous Fourier integral operators. If F is a ho-
mogeneous Fourier integral operator associated to the graph of a canonical trans-
formation, then F ∗F and FF ∗ are pseudo-differential operators. This follows from
the fact that they are associated to C ◦ C−1 = graph(Id). The principal symbol is
given by (7.20)

(7.42) σFF∗ = σF∗F = |a(x, y, θ)|2||D(ϕ)|−1.

For the proof, we refer to [Tr, (6.16)].
Suppose that F is a unitary homogeneous Fourier integral operator associated

to the graph of a canonical transformation. Then FF ∗ ∼ F ∗F ∼ 1 and it follows
from (7.42) that

(7.43) |a(x, y, θ)||D(ϕ)|− 1
2 = 1.

For semi-classical Fourier integral kernels of WKB form, (7.42) and (7.43) were
already proved by V. Fock in [F]. The proof is sketched in §7.3.4.

7.2.7. Principal symbol of the Hadamard parametrix. The Hadamard
parametrix is a Fourier integral representation of the wave kernel for small |t| which
has only one phase variable. This reflects the fact that the wave front set of the
wave kernel for fixed initial point y is the positive co-normal bundle of the distance
sphere of radius t centered at y.

The scalar cosine wave kernel is given by (cf. [Be, Section D])

(7.44) cos t
√
−∆(x, y) = Cn|t|

∫ ∞
0

eiθ
(t2−r2(x,y)

2 )A(t, x, y, θ)θ
n−1

2 dθ,

where Cn is a dimensional constant defined so that the right side is δx(y) at t = 0.
It is a Fourier integral operator with non-degenerate phase function

(7.45) ϕ(t;x, y, θ) =
1

2
θ(t2 − r2(x, y)),

and with leading order term

(7.46) A0(t, x, y, θ) = |t|θ n−1
2 Θ−

1
2 (x, y),

where

(7.47) dVol(y) = Θ(x, y) dy and Θ(x, y) = |detDy expx(y)|.
Thus, if γx,y is the minimizing geodesic from x to y, then

(7.48) Θ(x, y) =
1

rn−1
|det g(Vj(r), Vk(r))| 12 ,

where {Vj}nj=2 are orthogonal Jacobi fields along γx,y satisfying Vj(0) = 0, γ′(0), V ′2(0), . . . , V ′n(0)
is an orthonormal basis of TxM .
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The associated canonical relation for fixed t is the union of the graphs of the
geodesic flow Gt and of its inverse G−t, which intersect when t = 0 and at points
(x, ξ) with G2t(x, ξ) = (x, ξ). Each branch is a canonical graph and so the canonical
relation is a local canonical graph. As a distribution in (t, x, y),

Cϕ = {(t, x, y, θ) ∈ Rt ×M ×M × R+ : r2(x, y) = t2}.

Note that

C = {(t, x, y) ∈ Rt ×M ×M : r2(x, y) = t2}
is the characteristic conoid, and Cϕ → C is an R+ bundle.

It is sometimes useful to fix a variable and then we subscript Cϕ with the frozen
variable. If t is fixed,

(7.49) Cϕ,t = {(x, y, θ) ∈ R+ ×M ×M : r2(x, y) = t2}

is an R+ bundle over the family of distance spheres of radius t centered at the
moving point x, and the Lagrange map is
(7.50)

ιt(x, y, θ) =

(
x,

1

2
θdxr

2, y,−1

2
θdyr

2

)
: Cϕ ∩ {r(x, y) = |t|} → T ∗(M ×M)\0.

For small (non-zero) distances, (x, dxr(x, y), y,−dyr(x, y)) are the initial resp. ter-
minal vectors of the unique geodesic (of length r) between x, y. To see this, we
denote by γx,ξ(t) the unit speed geodesic with initial data (x, ξ), i.e. γx,ξ(0) =
x, γ′x,ξ(0) = ξ. Then r(x, γx,ξ(t)) = t. One has g(∇r,∇r) = 1 and

(7.51) expx r(x, y)∇xr(x, y) = y.

If γx,ξ(r(x, y)) = y then the time reversal of the terminal tangent vector satisfies

(7.52) − γ′x,ξ(r(x, y)) =
1

2
∇yr2(x, y),

since expy(−γ′x,ξ(r(x, y))) = x and since the right side also satisfies this equation

by (7.51). The image of this map is the graph of Gt, so the map C → T ∗X is
bijective and nX = nY .

Since e−it
√
−∆ is a unitary Fourier integral, its symbol has modulus one (7.43).

We verify this using (7.15). The symbol we consider is that of the half-density
kernel

(7.53) cos t
√
−∆(x, y)

√
dVg(x)

√
dVg(y).

By (7.15) and (7.20) the symbol is

(7.54) Cn|t|Θ−
1
2 (x, y)|D(ϕ)|− 1

2 θ
n−1

2 dxdξ.

For t 6= 0 and (x, y) close to but not on the diagonal, ιt is an embedding, (x, ξ =
θϕ′x = θtdxr(x, y)) are local coordinates on T ∗Rn ' graph(Gt), and
(7.55)

D(ϕ) = det

(
0 1

2dxr
2

1
2dyr

2 1
2θ

∂2r2(x,y)
∂x∂y

)
= θn det

(
∂2r2(x,y)/2

∂x∂y

)〈(1

2
θ
∂2r2(x, y)

∂x∂y

)−1
dxr

2

2
,
dyr

2

2

〉
.
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A standard relation (see [LV, Wi]) between (7.48) and Hessians of distance func-
tions is that

(7.56) Θ−
1
2 (x, y) =

√
det

(
∂2r2(x, y)/2

∂x∂y

)
, Θ(x, y) :=

dVg ⊗ dVg
(∂

2r2/2
∂x∂y dx ∧ dy)n

,

so that
(7.57)

Θ−
1
2 (x, y)

[
det
(
∂2r2(x,y)/2

∂x∂y

)]− 1
2

=

(
dVg ⊗ dVg

(∂
2r2/2
∂x∂y dx ∧ dy)n

det
(
∂2r2(x,y)/2

∂x∂y

))− 1
2

=

(
dVg(x)dVg(y)

dx ∧ dy)

)− 1
2

.

Further, the bilinear form

(7.58) 〈ξ, (dv expx)−1η〉x = 〈(dw expy)−1ξ, η〉y for all (ξ, η) ∈ TxM × TyM

on TxM ×TyM (with v = (expx)−1(y), w = (expy)−1(x)) coincides up to sign with

(7.59) 〈(−∇2
x,yd

2(x, y)/2)ξ, η〉, ξ ∈ TxM,η ∈ TyM.

Since

(7.60) (dv expx)−1(dyr(x, y)2/2) = v, v = dxr
2(x, y)/2,

we have, for v = dxr
2(x, y)/2,

(7.61)〈(
(∂2r2(x, y)/2

∂x∂y

)−1

dxr
2/2, dyr

2/2

〉
= 〈v, (dv expx)−1dyr

2(x, y)/2〉x = r2.

Moreover, ξ = ϕ′x = θdxr
2/2(x, y) = θtω when r(x, y) = t, and

dC = |D(x, ϕ′x, ϕ
′
θ)/D(x, y, θ)|−1 dx1 · · · dxndξ1 · · · dξn(7.62)

= t2 dx1 · · · dxndξ1 · · · dξn.(7.63)

Here, expx tω = y. Hence,

(7.64) D(ϕ)|C = r2Θ
1
2 = t2Θ

1
2 ,

and so the principal symbol for t > 0 equals

(7.65) |t|(r2)−
1
2 θ−

n−1
2 θ

n−1
2 = 1 (t = r).

This corroborates the fact that the principal symbol of the unitary wave propagator

e−it
√
−∆ equals 1.

As a simple example we recall the Euclidean case where the kernel of e−it
√
−∆

is

U(t, x, y) =
Γ(n+1

2 )

π
n+1

2

it

(|x− y|2 − (t− i0)2)
n+1

2

(7.66)

=
Γ(n+1

2 )

π
n+1

2

(it)

∫ ∞
0

eiθ(|x−y|
2−(t−i0)2)θ

n−1
2 dθ(7.67)
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7.2.8. Restriction to a hypersurface. An example of a homogeneous Fourier
integral operator that is not associated to a local canonical graph is the pull back
operator γH (or sometimes rH) by an embedding ιH : H → M of a submanifold.
Thus,

(7.68) γHf(q) = f |H = the restriction of f to H.

In the case of a submanifold H ⊂ Rn, the restriction operator γH : Cc(Rn)→ Cc(H)
has the Fourier integral representation

(7.69) γHf(q) = (2π)−n
∫
Rn

∫
Rn
ei〈q−y,η〉f(y) dydη, q ∈ H.

The linear phase 〈q−y, η〉 is the same as for the identity operator but q is restricted
to H. Its canonical relation is

(7.70) ΓH = {(q, ξ|TH , q, ξ) : ξ ∈ T ∗qM, q ∈ H} ⊂ T ∗H × T ∗M.

It is somewhat complicated by the fact that if ξ⊥TqH is conormal to H, then its
restriction to TH is zero, i.e., ξ|TH = 0. Thus there are co-vectors of the form
(q, 0, q, ν) in the canonical relation, unlike the canonical relation of the space time
geodesic flow.

A combination of the two examples is important in eigenfunction restriction the-
orems. Let H ⊂ M be a hypersurface and let B ∈ Ψ0(M) be a poly-homogeneous
pseudo-differential operator whose symbol vanishes in a conic neighborhood of T ∗H.
Then define W : C(M)→ C(R×H) by

(7.71) W : f ∈ C(M)→ γHBU(t)f ∈ C(R×H).

If the symbol of B vanishes on covectors T ∗H cotangent to H then W is a Fourier
integral operator with local canonical graph. (If one does not put in the cutoff
B, W is a more complicated degenerate Fourier integral operator with one-sided
folds.) W has the canonical relation
(7.72)

ΓW = {(t, τ, q, ξ|H , Gt(q, ξ)) : (q, ξ) ∈ T ∗HM, |ξ| = τ} ⊂ T ∗(R×H)\0× T ∗M\0.
Below is the associated diagram

ΓW ⊂ T ∗(R×H)× T ∗M

T ∗(R×H) T ∗M

π ρ

The left projection is 2-1 except along the set {(t, τ, q, ξ|H , q, ξ) : |ξ| = τ =
|ξ|H |} (i.e., ξ ∈ T ∗H), where it has a fold singularity. This set is removed from the
wave front relation by the cutoff B.

7.3. Semi-classical Fourier integral operators

Semi-classical Lagrangian distributions are defined by oscillatory integrals (see
[Du1, Du2]),

(7.73) u(x, ~) = I~(a, ϕ) := ~−N/2
∫
RN

e
i
~ϕ(x,θ)a(x, θ, ~) dθ,
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where the amplitude a(x, θ, ~) is a semi-classical symbol admitting an asymptotic
expansion of the form

(7.74) a(x, θ, ~) ∼
∞∑
k=0

~µ+kak(x, θ).

The order of u(x, ~) is µ. There are many possible assumptions on the behavior of
a in θ and we refer to [Zw, GSj, DSj] for symbol classes of various kinds.

The canonical relation and symbol of a semi-classical Fourier integral operator
parallels that in the homogeneous case in §7.2.2. The two main differences are that
canonical relations are not homogeneous, and the symbol includes an oscillatory
factor. We briefly recapitulate the theory.

Let

Cϕ = {(x, θ) : ϕ′θ = 0}.
The phase is called non-degenerate if d( ∂ϕ∂θ1 ), . . . , d( ∂ϕ

∂θN
) are independent on Cϕ.

In this case,

(7.75) ϕ′θ :=

(( ∂ϕ
∂θ1

)
, . . . ,

( ∂ϕ
∂θN

))
: X × RN → RN

is locally a submersion near 0 and Cϕ is a manifold of codimension N whose tangent
space is kerDϕ′θ. If ϕ is non-degenerate, then the Lagrange map

(7.76) ιϕ(x, θ) = (x, ϕ′x(x, θ)) : Cϕ → Λϕ ⊂ T ∗X
is an immersion whose image is a Lagrangian submanifold denoted Λϕ. If the order
of (7.73) is µ, we say that u(x, ~) is an oscillatory integral associated with Λϕ and
lies in Oµ(X,Λ), the space of oscillatory integrals of order µ.

As in the case of homogeneous Lagrangian distributions, u(x, ~) may be defined
in several different ways as an oscillatory integral and one would like to define in-
variants which are independent of the particular expression. One is the Lagrangian
submanifold Λϕ above. The second is the symbol σu, which is a homogeneous

section σu ∈ Sµ(Λ,Ω
1
2 ⊗M) of order µ of the bundle of half-densities (tensor the

Maslov bundle) on Λ. We do not intend to give a systematic exposition of the theory
here but only to give some heuristic principles and useful methods for calculating
symbols of oscillatory integrals that arise when studying eigenfunctions. We refer
to [Du1, Du2, GSj, DSj, GuSt1] for more systematic and precise expositions.

Analogous to (7.15), the delta function on Cϕ is

(7.77) dCϕ :=
|dλ|

|D(λ, ϕ′θ)/D(x, θ)|

∣∣∣∣
Cϕ

.

The principal symbol of the oscillatory integral (7.73) is defined to be the
pushforward to Λϕ of the leading order part of the amplitude times

√
dCϕ , i.e.,

(7.78) σu~ := ιϕ∗a0e
iλϕ
√
dCϕ .

The only difference to the homogeneous case is that a is a semi-classical symbol
rather than a homogeneous one and that the symbol includes the oscillating factor
eiλϕ.

Again, as discussed above, this definition of the principal symbol is “extrin-
sic,” i.e., it makes use of a specific representation (7.73) and the embedding ιϕ.
It is verified in [Ho2, Du1, GuSt1] and elsewhere that the principal symbol is
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independent of these choices. However it is obviously desirable to have an intrinsic
formula for the principal symbol as a half-density on Λϕ.

7.3.1. Semi-classical kernels associated to projectible Lagrangians.
The simplest kernels have the WKB form (7.1) first studied by van Vleck [V]:

(7.79) U(q,Q) = (2πh)−n/2
√

det
(
∂2S
∂q∂Q

)
e
i
~S(q,Q)

with no phase variables. Here, we use the physics notation (q, p) for a point in
phase space; we also write (q,Q) instead of (x, y). If q and p are classical conjugate
variables, then the kernel of the semi-classical Fourier transform 〈q|p〉 is

(7.80) 〈q|p〉 = (2πi~)−n/2e
i
~ 〈p,q〉.

More generally, if (q, p) → (Q,P ) is a canonical transformation, then the map is
quantized by the following semi-classical unitary operators:

(7.81)



〈q|P 〉 =

(
1

2πi~
∂2S2(q, P )

∂q∂P

) 1
2

exp
iS1(q, P )

~
,

〈q|Q〉 =

(
1

2πi~
∂2S1(q,Q)

∂q∂Q

) 1
2

exp
iS1(q,Q)

~
,

〈p|P 〉 =

(
1

2πi~
∂2S3(p, P )

∂p∂P

) 1
2

exp
iS3(p, P )

~
,

where S1, S2, S3 are the generating functions of the canonical transformation. All
of these kernels have symbol 1.

7.3.2. Quadratic phases. In the semi-classical setting, linear Hamiltonians
ax + bξ on T ∗Rn generate ‘phase space translations,’ known as the Heisenberg
group. Quadratic Hamiltonians generate linear Hamiltonian flows fixing the origin.
Together, the linear and quadratic functions on T ∗Rn generate a Lie algebra, the
associated group being the semi-direct product of the Heisenberg and symplectic
groups.

This section is a concerned with quadratic phase functions and the metaplectic
representation, a unitary representation of the metaplectic group (the double cover
of the symplectic group) as exponentials eitH of quadratic operators H on Rn, which
form the elements of the metaplectic representation §7.3.2. For special values of
t is impossible to represent them in the WKB form (7.79). The key point is that
the Lagrangian submanifold ΛS associated to the kernel must be projectible to the
base, i.e. the natural projection π : Λ ⊂ T ∗Rn → Rn must be a diffeomorphism.

The model semi-classical Fourier integral operators are the quantizations of
linear symplectic transformations of Rn defined by the metaplectic representation.
Systematic expositions may be found in [Fo, GuSt1].

Let T ∗Rn ' Rn⊕Rn with coordinates (x, ξ) and let J be the standard complex
structure. A linear symplectic transformation of T ∗Rn ' Rn ⊕ Rn may be put in
block-form:

(7.82) A =

(
A B
C D

)
.

Then A is a symplectic transformation, A ∈ Sp(n,R), if and only if A∗JA = J .
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The metaplectic representation µ : Sp(n,R) → U(L2(Rn)) quantizes linear
symplectic transformations as unitary operators on L2(Rn). In the Schrödinger
position representation, the metaplectic representation has the form

(7.83) µ

(
A B
C D

)
f(x) = ~−n/2in/2

√
det
(
∂2S(x,y)
∂x∂y

)∫
Rn
e

2πi
~ S(x,y)f(y) dy,

with
(7.84)

S′(x, y) = −1

2

(
xDB−1x+ yB−1x− 1

2
yB−1Ay

)
, detB−1 = detS′′x,y.

This is the WKB form of van Vleck (7.79). Here we use [Fo, Theorem 4.53] together
with

(7.85) (detB)−
1
2 =

√
det
(
∂2S(x,y)
∂x∂y

)
.

For instance, the quantization

(
cos θI sin θI
− sin θI cos θI

)
of the classical isotropic harmonic

oscillator flow on Rn has phase S(t, x, y) = cot t(|x|2 + |y|2)− 2
sin tx · y.

In the Schrödinger (momentum) representation, the metaplectic representa-
tion with Planck constant ~ has a form analogous to that of homogeneous Fourier
integral operators in §7.2.4:

(7.86) µ

(
A B
C D

)
f(x) = ~−

n
2

√
det
(
∂2S(x,ξ)
∂x∂ξ

)∫
Rn
e

2πi
~ S(x,ξ)f̂(ξ) dξ,

with

(7.87) S(x, ξ) = −1

2

(
xCA−1x+ ξA−1x+

1

2
ξA−1Bξ

)
, A−1 =

(
∂2S(x,ξ)
∂x∂ξ

)
.

Here, we use the formula of [Fo, Theorem 4.51] together with

(7.88) (detA)−
1
2 =

√
det
(
∂2S(x,ξ)
∂x∂ξ

)
.

In the momentum representation, the phase of the isotropic harmonic oscillator is
S(t, x, ξ) = tan t(|x|2 + |ξ|2)− 2

cos tx · ξ.
7.3.3. Historical remarks on semi-classical propagators. Propagators

are unitary groups U~(t) = eit~Ĥ~ generated by a pseudo-differential Hamiltonian.

If one solves the time-dependent Schrödinger equation by the ansatz U~(t) = Ate
i
~St

one gets the transport equation

(7.89) ∇ · (A2∇S) + ∂t(A
2) = 0.

Van Vleck’s theorem of 1928 [V] is that

(7.90) A2 = D(q, t; q0, t0) =
(
∂p0(q,t;q0,t0)

∂q

)
= (−1)n det

(
∂S2

∂qj∂q0
k

)
.

In a similar spirit, W. Pauli expressed the propagator for the Schrödinger equation
in the form

(7.91) Kc(x, τ, y, 0) = (i~)−n/2
√
De

i
~S(x,τ ;y,0),

where

(7.92) D = D(x, τ ; y, 0) = (−1)n det
(

∂S2

∂xj∂yk

)
.
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De Witte-Morette [DeW, Proposition 2] proved that

(7.93) − Jαβ(tb, ta)
∂2S(a, b)

∂aα∂bα
= −δαβ .

Here (Jαβ) is the matrix of the Jacobi fields:

(7.94)

{
J(ta, ta) = 0,

∇tJ(ta, ta) = A−1(ta),

{
K(ta, ta) = A−1(ta),

∇tK(ta, ta) = 0,

where

Aαβ = − ∂2L

∂q̇α∂q̇β
.

J(t, ta) resp. J(tb, ta) consists of Jacobi fields through stationary paths keeping the
initial point a resp. b fixed. Similarly, K(t, ta), resp. K(t, tb) are variations keeping
va resp. vb fixed. One has

Jαβ(ta, tb) = −Jβα(tb, ta), J(tb, ta)M(ta, tb) = −I.
Using these relations one can show that the van Vleck determinants propagate as
a cocycle,

(7.95) D(q2, q1)D(q1, q0) = D(q2, q0) detS.

Here, S is the Hessian of S(q2, 11) + S(q1, q0) at the critical point q1.

7.3.4. Fock’s unitarity proof. It was observed by Fock [F] that (7.79) is
unitary to leading order. The discussion is parallel to, and simpler than, the ho-
mogeneous case of §7.2.6. We sketch his proof since its heuristics are illuminating
and useful. If we define P by

(7.96) S(Q, q)− S(q,Q′) = (Q−Q′) · P
and change variables q → P , the volume form changes by

(7.97) dq =
dq

dP
dP,

dq

dP
=

[
det

(
∂2S

∂q∂Q

)]−1

and

∫
U(Q, q)U∗(q,Q′) dq = (2πh)−n

∫ √
det
(
∂2S
∂Q∂q

)√
det
(

∂2S
∂q∂Q′

)
e
i
~ (S(Q,q)−S(q,Q′) dq

(7.98)

= (2πh)−n
∫ √

det
(
∂2S
∂Q∂q

)√
det
(

∂2S
∂q∂Q′

)
e
i
~ ((Q−Q′)·P ) dq(7.99)

= (2πh)−n
∫ √

det
(
∂2S
∂Q∂q

)√
det
(

∂2S
∂q∂Q′

)
(7.100)

× det
(
dq
dP

)
e
i
~ ((Q−Q′)·P ) dP(7.101)

= (2πh)−n
∫
e
i
~ ((Q−Q′)·P ) dP(7.102)

' δ(Q−Q′),(7.103)

since the integral is equal modulo O(~) by the value of the amplitude at Q = Q′.
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7.4. Principal symbol, testing and matrix elements

As mentioned above, it is desirable to have an “intrinsic definition” of the
principal symbol (7.16) of homogeneous, resp. (7.78) semi-classical Fourier integral
operators as half-densities (tensor Maslov factors) on the associated Lagrangian
submanifold Λϕ. The symbol arises naturally in the leading order term of ma-
trix elements of semi-classical Fourier integral operators relative to oscillatory test
functions. It also arises in the leading coefficients of the singularities of the trace
of the wave group and related evolution operators as in the foundational paper
[DuG]. In view of the prominent role of matrix elements in this monograph we
provide further background on principal symbols and oscillatory testing, follow-
ing [Ho2] (pages 149-154, especially Theorem 3.2.4), [Du1, Du2] and [GuSt1,
Chapter VII.4].

We begin with a remark on principal symbols in the presence of a Riemannian
metric g. The metric endows TM with a volume form dVg, and T ∗M with the
dual co-volume form dVg∗ . If {e1, . . . , en} is an orthonormal frame at TxM , and if
θ1, . . . , θn is the dual frame of T ∗xM , then dVg = θ1∧· · ·∧θn and dVg∗ = e1∧· · ·∧en,
where we identify V ∗∗ = V for any vector space. The vertical spaces T ∗xM form
the “vertical polarization” of T ∗M , i.e., a foliation by Lagrangian submanifolds.
They are equipped with volume forms. Hence, given any Lagrangian submanifold
Λ ⊂ T ∗M which is transverse to the vertical, a half-density

√
VΛ on Λ induces a half-

density
√
VΛ⊗

√
dVg∗ on Tλ(T ∗M) for λ ∈ Λ. Since TλΛ and TλT

∗
xM are transverse

(where x = π(λ)), there exist dual bases e1, . . . , en resp. f1, . . . , fn of these two
vector spaces such that ωλ(ei, fj) = δij where ω is the standard symplectic form.

Then
√
VΛ(e1, . . . , en) ⊗

√
dVg∗(f1, . . . , fn) is a scalar quantity which determines√

VΛ in the presence of the metric g. It does not depend on the choice of dual bases
{ej , fk}. Calculating this scalar gives an intrinsic formula for the principal symbol
(albeit one depending on a choice of metric).

In the next section we consider integrals of (7.73) against oscillatory functions
and obtain explicit formulae for the symbol in terms of non-vertical Lagrangian
submanifolds transverse to Λϕ. To pursue the aim of obtaining an intrinsic formula,
we record a lot of calculations of symbols and expansions drawn from [Du1, DSj,
GSj] and elsewhere.

7.4.1. Symbols when the Lagrangian is projectible. Recall that Λ is
projectible if π : Λ → M is a diffeomorphism. Then Λ is the graph of a closed 1-
form and on a simply connected open set Λ = graph(dψ) for some smooth function
ψ. In this case, a semi-classical Lagrangian distribution associated to Λ can be
expressed in the form

(7.104) χ(x)e−
i
~ψ(x)|dVg|

1
2 , ψ ∈ C∞(M).

In this case, the symbol is computed as follows:

Lemma 7.1. The symbol σχe−i~−1ψ (x0, ξ0) of χe−i~
−1ψ|dVg| is the pull back

π∗ψe
−i~−1ψ|dVg|

1
2

of this oscillatory half-density to the graph of dψ.
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7.4.1.1. Symbol when Λ is momentum projectible. We say that Λ is momentum
projectible if there exist local coordinates x with dual symplectic coordinates ξ so
that Λ = {(H ′(ξ), ξ)} = graph(dH(ξ)) is the graph of a closed (locally exact) 1-
form over the vertical axis. Of course, the vertical axis is not intrinsically defined
and requires the introduction of the local coordinates. This is especially important
for homogeneous Lagrangian submanifolds.

We consider phases ϕ(x, ξ) = x · ξ −H(ξ) satisfying ϕ′ξ = 0 ⇐⇒ x = H ′(ξ)
and ιϕ(x, ξ) = (x, ϕ′x) = (H ′(ξ), ξ). Suppose that the Lagrangian distribution is
expressed in the form

(7.105) u~(x) = (2π~)−
n
2

∫
e
i
~ (〈x,ξ〉−H(ξ)a(ξ, ~) dξ|dx| 12 .

This is a special case of the Fourier transform representation in §7.2.4 with ϕ(x, ξ) =
H(ξ).

Lemma 7.2. Then the half-density part of the principal symbol is given by

(7.106) σ(u~)|(H′(ξ),ξ) = e
i
~ (〈H′(ξ),ξ〉−H(ξ))a0(ξ)|dξ| 12

on ΛH = {(H ′(ξ), ξ) : ξ ∈ Rn}.
In general, Λ is neither globally projectible nor momentum projectible. The

symbol can still be calculated in a way similar to that in the linear case in §7.2.3
by using a mixed representation with some x and some ξ coordinates, i.e., by using
a partial Fourier transform.

In a sense we can reduce the calculation of the principal symbol to the linear
case at a point (x0, ξ0) ∈ Λ by constructing the “osculating” oscillatory integral at
this point, replacing the phase by the quadratic part of its Taylor expansion and
the amplitude by its leading term at the critical point. The symbol at (x0, ξ0) ∈ Λ
then coincides with the symbol of the osculating oscillatory integral. Indeed, the
symbol only depends on the osculating data.

7.4.2. Matrix elements and oscillatory testing. As mentioned above, the
symbol arises naturally in the leading order term of matrix elements of semi-classical
Fourier integral operators relative to oscillatory test functions. Since matrix ele-
ments relative to oscillatory functions are simply inner products of a Fourier integral
kernel with a tensor product of two oscillatory functions on M ×M , we only go
through the details of the inner product of an oscillatory integral against an oscil-
latory test function of the form,

(7.107) χ(x)e−
i
~ψ(x), ψ ∈ C∞(M).

It suffices to consider oscillatory functions locally defined by ψ(x) = 〈x, ξ0〉. Then,

(7.108) 〈u(x, ~), χ(x)e−
i
~ψ(x)〉 = ~−N/2

∫
e
i
~ϕ(x,θ)a(x, θ, ~)χ(x)e−

i
~ψ(x) dθdx.

The full integral has the phase

(7.109) ϕ(x, θ)− ψ(x) ∈ C∞(M × RN )

and we assume at first that it has only non-degenerate critical points as a function
of (θ, x). The phase (7.109) has a critical point at (x0, θ0) if and only if

(7.110) dxϕ(x0, θ0) = dψ(x0), dθϕ(x0, θ0) = 0,
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which means that graph(dψ) intersects Λϕ at (x0, ξ0), i.e.,

(7.111) dψ(x0) ∈ Λϕ ∩ T ∗x0
M.

The Hessian of the phase (7.109) in local coordinates is

(7.112) Qϕ,ψ = d2
(x,θ)(ϕ− ψ) =

(
d2
xx(ϕ− ψ) d2

θxϕ

d2
xθϕ d2

θθϕ

)
,

which is non-degenerate if and only if the rank of the right column

(
d2
θxϕ

d2
θθϕ

)
equals

N . Indeed, if the rank of the full matrix is N + dimM then the last N columns
must be linearly independent.

Lemma 7.3. Qϕ,ψ is non-degenerate if and only if the intersection of graph(dψ)
with Λϕ is transversal at (x0, θ0).

Proof. We need to see that

(7.113) T(x0,ξ0)Λϕ ∩ T(x0,ξ0) graph(dψ) = kerQϕ,ψ.

But for (δx, δθ) ∈ T(x0,ξ0)Cϕ, we have

(7.114) Qψ

(
δx
δθ

)
=

(
0
0

)
⇐⇒ (δx, d2

xxϕδx+ dθdxϕδθ) = (δx, d2
xxψδx).

�

Since dim Λϕ = dim graph(dψ) = dimM , transversality is equivalent to

(7.115) T(x0,ξ0)Λϕ ⊕ T(x0,ξ0) graph(dψ) = T(x0,ξ0)T
∗M.

It follows that Cϕ must be a smooth manifold through (x0, θ0) of dimension dimM
and that

(7.116) ιϕ : Cϕ → Λϕ

is an immersion. The following Proposition is proved in [Ho2, (3.2.17) and Theo-
rem 3.2.4] and [Du1].

Proposition 7.4. Assume ψ(x0) = 0, χ(x0) = 1 and that (x0, ξ0) is the only
critical point in the support of χ, and that the intersection of graph(dψ) with Λϕ is
transversal at (x0, θ0). Then the stationary phase expansion of (7.108) is given by
(cf. (7.112))

(7.117) 〈u(x, ~), χ(x)e−
i
~ψ(x)〉 ' e i~ (ϕ(x0,θ0)−ψ(x0)

(2π

~

)n/2
|detQϕ,ψ|−

1
2

× eiπ4 sgnQϕ,ψa0(x0, ξ0)~−µ[1 +O(~)].

We remark that if graph(dψ) ∩ Λϕ = ∅, then the integral would be rapidly
decaying. On the other hand, it increases in order of magnitude in ~−1 as the
dimension of the intersection increases. When the two Lagrangian submanifolds
coincide, the inner product of two oscillatory integrals in the same class is calculated
asymptotically in terms of the inner product of the symbols; see §7.4.5.

The phase ϕ in the oscillatory factor has differential equal to the restriction of
the action form α = ξ · dx to Λϕ, since dxϕ(x0, ξ0) = ξ0 and since dθϕ(x0, ξ0) = 0.
The leading term above only depends on ψ through d2

xψ(x0), i.e. on the tangent
space to graph(dψ) at x0.
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We now interpret the expansion in terms of the symbol σu of u(x; ~) and the

symbol σψ of χ(x)e−
i
~ψ(x), following [Du2] and [GuSt1, p. 411-412]. First we

develop the linear algebra. The vertical tangent space Vx0,ξ0 ⊂ Tx0,ξ0T
∗M is in-

variantly defined as the kernel of Dπ where π : T ∗M →M is the natural projection.
Since the fibers are vector spaces, we may identify Vx0,ξ0 ' T(x0,ξ0)T

∗
x0
M . The Rie-

mannian volume form induces a vertical volume form V olV , which is the quotient

VolV |Vx0,ξ0
=

dVolω
π∗VolTx0M

=
√

det(gij(x0))dξ

of the canonical volume form dvolω on T(x0,ξ0)T
∗M by the pull back of dVg =

VolTx0
M under the natural projection Dπ : T(x0,ξ0)T

∗M → T(x0)M .

The tangent space to graph(dψ) is

(7.118) T graph(dψ) = {(δx, d2
xψδx)}.

We denote by πψ the natural projection restricted to graph(dψ),

(7.119) πψ : graph(dψ)→M, πψ(x, ξ) = x,

Since a graph is transverse to the vertical, we have the decomposition,

(7.120) T(x0,ξ0)T
∗M = T(x0,ξ0) graph(dψ)⊕ T(x0,ξ0)T

∗
x0
M.

of the symplectic vector space into a sum of transverse Lagrangian subspaces along
the graph, giving a horizontal complement to the vertical. Let pψ be the vertical
projection along T (graph dψ) with respect to (7.120):

(7.121) pψ : T(x0,ξ0)T
∗M → T(x0,ξ0)T

∗
x0
M.

Let (x, ξ) be local symplectic coordinates induced by local coordinates x on M ,
and write a tangent vector to T ∗M by (δx, δξ). The decomposition (7.120) has the
form

(7.122) (δx, δξ) = (δx, d2
xψδx) + (0, δξ − d2

xψδx),

and so the vertical projection with respect to the decomposition is give by

(7.123) pψ

(
δx
δξ

)
=

(
0

δξ − d2
xψ · δx

)
∈ T(x0,ξ0)T

∗
x0
M.

The complementary projection

(7.124) qψ : T(x0,ξ0)T
∗M → T(x0,ξ0) graph(dψ)

coming from the splitting (7.120) is defined by

(7.125) qψ

(
δx
δξ

)
=

(
δx

d2
xψ · δx

)
.

We note that pψ + qψ = Id, and that

(7.126) qψ

(
δx
δξ

)
= D(dψ) ◦ dπ

(
δx
δξ

)
.

The tangent space to Λϕ is the image of Dιϕ on TCϕ, i.e., vectors of the form

(7.127) Dιϕ(δx, δθ) = (δx, ϕ
′′
xxδx + ϕ′′xθδθ), (δx, δθ) ∈ TCϕ.

We recall that

(7.128) TCϕ =

(
δx
δθ

)
: Dx,θϕ

′
θ

(
δx
δθ

)
= 0 ⇐⇒ ϕ′′θxδx+ ϕ′′θθδθ = 0.
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Since T (graph dψ) is transverse both to the vertical fiber and to Λϕ,

(7.129) pψ,ϕ := pψ|T(x0,ξ0)Λϕ : T(x0,ξ0)Λϕ → T(x0,ξ0)T
∗
x0
M

is an isomorphism. The pullback of the vertical volume form VolV by pψ,ϕ defines
a volume form on T(x0,ξ0)Λϕ denoted by

(7.130) Volψ,ϕ := p∗ψ,ϕ VolV = (pψ|T(x0,ξ0)Λϕ)∗VolV .

From (7.112) it follows that

(7.131) Qϕ,ψ =

(
pψDιϕ
d(x,θ)dθϕ

)
: T(x,θ)(M × RN )→ Tιϕ(x,θ)T

∗
xM × RN .

Note that RN is equipped with the volume form dθ1 ∧ · · · ∧ dθN := VolRN , TxM
has the Riemannian volume form and T ∗xM has the dual Riemannian volume form.
Hence it makes sense to take the determinant of Qϕ,ψ.

Proposition 7.5. The principal symbol σu(x0, ξ0) = e
i
~ϕa0

√
dCϕ is a 1

2 -
density on T(x0,ξ0)Λϕ (depending on the choice of the density dVg on Tx0M) and

(7.132) ιϕ∗
√
dCϕ = |detQϕ,ψ|−

1
2 |V olψ,ϕ|

1
2 .

It is independent of ψ.

Proof. Both ιϕ∗dCϕ and Volψ,ϕ are volume forms on Λϕ, and we would like
to show that

(7.133) detQϕ,ψ =
Volψ,ϕ
dCϕ

.

To prove this, we identify T(x0,ξ0)Λϕ = TCϕ and consider volume forms on

M × RN . We express the Lebesgue density dVg ∧ dθ in two different ways. By
definition of Cϕ,

(7.134) d
∂ϕ

∂θ1
∧ · · · ∧ d ∂ϕ

∂θN
∧ dCϕ = dVg ∧ dθ.

The second is

(7.135) VolV ⊗VolRN = dVg ∧ dθ.
Here, we identify the volume form on the vertical space with dVg∗ using the sym-
plectic volume form |Ωn|:
(7.136) |dVg| ⊗VolV = |Ωn|.

Now let e1, . . . , en ∈ ker(d(x,θ)dθϕ) = TCϕ and let en+1, . . . , eN+n fill out to a

basis of T (M × RN ). Then

(pψDιϕ)∗VolV (e1, . . . , en)(d(x,θ)dθϕ)∗VolRN (en+1, . . . , eN+n)

(7.137)

= VolV ((pψDιϕe1, . . . , (pψDιϕen) VolRN (d(x,θ)dθϕen+1, . . . , d(x,θ)dθϕen+N )

(7.138)

= VolV ⊗VolRN (Qϕ,ψe1, . . . , Qϕ,ψen, Qϕ,ψen+1, . . . , Qϕ,ψen+N )

(7.139)

= detQϕ,ψdCϕ(e1, . . . , en) VolRN (d(x,θ)dθϕen+1, . . . , d(x,θ)dθϕen+N ).

(7.140)
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In the last line we used (7.134). Canceling VolRN (d(x,θ)dθϕen+1, . . . , d(x,θ)dθϕen+N )
from the second and fourth lines gives

detQϕ,ψdCϕ(e1, . . . , en) = VolV ((pψDιϕe1, . . . , (pψDιϕen)

, as desired. �

7.4.3. Tensor product. Suppose that Λϕ and Λψ are transversal Lagrangian
submanifolds. Then at an intersection point ζ ∈ Λϕ ∩ Λψ one has TζΛϕ ⊕ TζΛψ =
TζT

∗M , and the tensor product of the densities dCϕ on Λϕ resp. dCψ form a

density dCϕ ⊗ dCψ on T ∗ζM . The ratio
dCϕ⊗dCψ

Ω with the canonical density gives

a scalar invariant of the pair (ϕ,ψ). By (7.133) and (7.130) it equals

(7.141)
Volϕ,ψ ⊗Volψ,ϕ

detQϕ,ψ detQψ,ϕΩ
=
p∗ψ,ϕ VolV p

∗
ϕ,ψ VolV

detQϕ,ψ detQψ,ϕΩ
.

We note that Qϕ,ψ (7.112) is symmetric in ϕ,ψ except when they are functions of
different variables, i.e., (x, θ) resp. x.

7.4.4. Projectible cases. We return to §7.4.1 and reconsider the calculations
of Qϕ,ψ in projectible cases.

7.4.4.1. Special case (i): Configuration projectible cases. The first special case

occurs when we test an oscillatory integral u~(x) = A~e
i
~ϕ(x)

√
dVg relative to a

projectible Lagrangian Λϕ = graph(dϕ(x)) with an oscillatory test function relative
to a second projectible Lagrangian Λψ = graph(dψ(x)) transverse to Λϕ. The phase
has no “phase variables” θ, Cϕ = M , ιϕ(x) = (x, ϕ′(x)), ιϕ∗dCϕ = π∗ϕdVg, and
(7.112) takes the form,

(7.142) Qϕ,ψ = (ϕ′′xx − ψ′′xx).

Also

(7.143) pψ ◦Dιϕδx = (d2
xϕ− d2

xψ) · δx.
By definition, ej = D(x, ϕ′x)e0

j = e0
j + ϕ′′xxe

0
j and

(7.144) Volψ,ϕ(e1, . . . , en) = V olV (pψ(e1), . . . , pψ(en)).

7.4.4.2. Special case (ii): Momentum projectible case. The second special case
occurs when we test an oscillatory integral

(7.145) u~(x) = (2π~)−
n
2

∫
e
i
~ (〈x,ξ〉−H(ξ)a(ξ, ~) dξ|dx| 12

relative to a momentum projectible Lagrangian ΛH = {(H ′(ξ), ξ) : ξ ∈ Rn} with an
oscillatory test function relative to a second projectible Lagrangian Λψ = graph(dψ(x))
transverse to ΛH . This is especially important for homogeneous Lagrangian sub-
manifolds.

We consider phases ϕ(x, ξ) = x · ξ −H(ξ), so that ϕ′ξ = 0 ⇐⇒ x = H ′(ξ) and

ιϕ(x, ξ) = (x, ϕ′x) = (H ′(ξ), ξ). Then

(7.146) Qϕ,ψ =

(
(−ψ)′′xx I

I −H ′′ξξ

)
,

and (by the Schur determinant formula),

(7.147) detQ = det(I − detψ′′xx ◦H ′′ξξ).
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The determinant is non-vanishing as long as the two Lagrangians are transversal.
By Proposition 7.4, if the order of u equals zero, then to leading order
(7.148)

〈u(x, ~), χ(x)e−
i
~ψ(x)〉 ' e i~ (ϕ(x0,ξ0)−ψ(x0)(

2π

~
)n/2|det(I−detψ′′xx◦H ′′ξξ)|−

1
2 ei

π
4 sgnQϕ,ψa0(x0, ξ0).

By Lemma 7.2, the half-density part of the principal symbol is the half-density

(7.149) σ(u~)|(H′(ξ),ξ) = e
i
~ (〈H′(ξ),ξ〉−H(ξ)a0(ξ)|dξ| 12 .

By Lemma 7.1, the symbol σχe−i~−1ψ (x0, ξ0) of χe−i~
−1ψ|dVg| is the pull back

π∗ψe
−i~−1ψ|dVg|

1
2 of this oscillatory half-density to the graph of dψ.

7.4.5. Inner product of two oscillatory functions. Above we took the
inner product of two oscillatory integrals associated to transverse Lagrangian sub-
manifolds. We now consider the inner product of two oscillatory integrals associated
to the same Lagrangian submanifold. For the following, see [Du1, (1.3.15)].

Lemma 7.6. Suppose that u1, u2 are two oscillatory functions of order zero
associated to Λ. Denote their symbols by σ1, σ2. Then

(7.150)

∫
M

u1 · u2 =

∫
Λ

σ1σ2 +O(~).

Note that σ1σ2 is a density on Λ.

7.5. Composition of half-densities on canonical relations in cotangent
bundles

We should at least mention the composition theory of symbols. The composi-
tion of half-densities on Lagrangian submanifolds which intersect transversely (or
cleanly) is based on a Lemma of symplectic linear algebra, i.e., on the composition
of half-densities on Lagrangian subspaces. We follow [DuG] and [GuSt2].

Let V,W be symplectic vector spaces and let Γ be a Lagrangian subspace of
V ×W . Let Λ be a Lagrangian subspace of W . Let

(7.151) Γ ◦ Λ = {v ∈ V : there exists (v, w) ∈ Γ with w ∈ Λ}.
Let π : Γ→W and ρ : Γ→ V be the coordinate projections. Consider the diagram

V Γ F ⊂ Γ× Λ

W Λ

ρ

π

ι

Here, F = {(a = (v, w), b = w) ∈ Γ × Λ, π(a) = w = ι(b) ∈ W} is the fiber
product. Let α be the composite map

α : F → Γ
ρ→ V, α(v, w, b) = ρ(v, w) = v.

Proposition 7.7. Γ◦Λ is a symplectic subspace of W , and there is a canonical
isomorphism,

(7.152) |Λ| 12 ⊗ |Γ| 12 ' | kerα| ⊗ |Γ ◦ Λ| 12 .
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Proof. First we have the exact sequence

(7.153) 0→ kerα→ F
α→ Γ ◦ Λ→ 0,

which implies

(7.154) |F | 12 ' |Γ ◦ Λ| 12 ⊗ | kerα| 12 .
Define

(7.155) τ : Γ× Λ→W, τ((v, w), b) = π(v, w)− ι(b) = w − b.
Associated to the diagram (7.5) is the exact sequence

(7.156) 0→ F → Γ× Λ
τ→W → coker τ → 0,

which implies

(7.157) |F |− 1
2 ⊗ |Γ| 12 ⊗ |Λ| 12 ⊗ |W |− 1

2 ⊗ | coker τ | 12 ' 1,

hence

(7.158) |F | 12 ⊗ |W | 12 ⊗ | coker τ |− 1
2 ' |Γ| 12 ⊗ |Λ| 12 .

Combining (7.154) and (7.158) gives

(7.159) |Γ| 12 ⊗ |Λ| 12 ' |Γ ◦ Λ| 12 ⊗ | kerα| 12 ⊗ |W | 12 ⊗ | coker τ |− 1
2 .

To complete the proof we need to show that

(7.160) | coker τ |− 1
2 ' | kerα| 12 .

This follows from the fact that kerα and coker τ are dually paired by the symplectic
form on W , so that (kerα)⊥ = Imτ . Indeed, kerα = {(a = (v, w′), w) ∈ F : ρ(a) =
v = 0} and (a,w) ∈ F if and only if w′ = w. Hence kerα ' {w ∈ Λ: (0, w) ∈ Γ}.
On the other hand, if u ∈ Imτ , then u = w2 − w1 with (v2, w2) ∈ Γ and w1 ∈ Λ.
Now suppose that in the identification above w ∈ kerα, and u ∈ Imτ . Then
ΩW (w1, w) = 0 since w1, w ∈ Λ and Λ is Lagrangian. Moreover, ΩW (w2, w) = 0
since Γ is Lagrangian in V ×W and so {w : (0, w) ∈ Γ} is isotropic in W . Hence,
ΩW (w, u) = 0. Since Γ and Λ are Lagrangian, it follows that (kerα)⊥ = Imτ

in W . This implies (7.160). Since |W | 12 ' 1 (i.e., there is a canonical choice of
half-density), this proves (7.152). �

The linear algebra is used to define a composition law for half-densities on
canonical relations. Suppose that X,Y are compact manifolds and Γ ⊂ T ∗(X ×
Y )\0, Λ ⊂ T ∗Y \0 are Lagrangian submanifolds. Let Γ′ = {(x, ξ, y, η) : (x, ξ, y,−η) ∈
Γ}. The composition of Γ and Λ is defined by

(7.161) Γ′ ◦ Λ = {(x, ξ) : there exists (x, ξ, y, η) ∈ Γ′ where (y, η) ∈ Λ}.
It follows from Lemma 7.7 that the composite is a Lagrangian submanifold. More-
over if F ⊂ Γ′ × Λ is the fiber product, i.e., set of points ((x, ξ, y, η), (y, η)), and
if the fibers are compact, then by Lemma 7.7 the half-densities compose on each
tangent space to give a density on the fiber with values in half-densities on the
composition. That is, one has

Corollary 7.8. Let q ∈ Γ ◦ Λ. Let Fq be the fiber over q and let m =
(m1,m2,m2) ∈ Fq. Then,

(7.162) |TmFq| ⊗ |Tm1,m2
Γ ◦ Tm2

Λ| 12 ' |T(m1,m2)Γ|
1
2 ⊗ |Tm2

Λ| 12 .
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Following [Ho6, Theorem 25.2.3], let us denote the half-density on Γ by σ2 and
the half-density on Λ by σ1 and let σ1×σ2 denote the density on TfF with values in
half-densities on on Tm1,m2Γ ◦ Tm2Λ. Then integration over F gives a half-density
on the composite. At a point q ∈ Γ ◦ Λ,

(7.163) σ1 ◦ σ2|q =

∫
Fq

σ1 × σ2.
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CHAPTER 8

Small time wave group and Weyl asymptotics

In this section we review some estimates on eigenfunctions which use the wave
kernel E(t, x, y) = cos t

√
−∆ only for small times. In particular the proofs use

the reproducing formula (5.100) of §5.9.2, which we briefly recall here: Let ρ be a
smooth Schwartz function on R whose Fourier transform satisfies ρ̂ ⊂ (−ε, ε) and
ρ̂(0) = 1, then

(8.1) ρ(
√
λ−
√
−∆)ϕλ = ϕλ,

where

(8.2) ρ(
√
λ−
√
−∆) =

∫
R
ρ̂(t)eitλU(t),

with U(t) = exp−it
√
−∆. The even part is almost the same and replaces U(t) by

E(t) = cos t
√
−∆. The resulting kernel

∑
± ρ(
√
λ ±
√
−∆)(x, y) is supported in

x ∈ Bε(y) and is for small |t| a pseudo-differential operator applied to the spherical
means kernel.

We use (8.1) to obtain sup norm estimates on eigenfunctions and their deriva-
tives. Since only small |t| behavior of E(t) is used, the results are local and do
not use global properties of the metric or geodesic flow. Consequently the results
are universal. This might seem contrary to the fact that

√
−∆ is only defined for

global eigenfunctions, but of course cos t
√
−∆ is a function of ∆ and therefore is

defined, at least formally, for local eigenfunctions. But it is more relevant to say
that small |t| behavior of wave kernels belongs to a kind of intermediate regime
between purely local and global behavior of eigenfunctions.

8.1. Hörmander parametrix

To use (8.1), we need to construct small time parametrices for U(t) and E(t).
In §6 we constructed the Hadamard parametrix, whose phase is quadratic in t. It
is sometimes difficult to use the Hadamard parametrix for calculations at t = 0
because the distance squared r2(x, y) vanishes to order two on the diagonal, resp.
t2 vanishes to order two at t = 0. It is often more convenient to use a phase which
vanishes only to order one.

Hörmander’s parametrix is a parametrix for general unitary one parameter
groups U(t) = eitQ generated by first order positive elliptic pseudo-differential
operators Q. The parametrix has the form

(8.3) U(t, x, y) ∼
∫
T∗xM

eiψ(x,y,η)eit|η|A(t, x, y, η)dη,
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where ∼ means that the two sides differ by a smooth kernel. The phase ψ solves
the Cauchy problem for the Hamilton-Jacobi equation

(8.4)


q(x, dxψ(x, y, η)) = q(x, η),

ψ(x, y, η) = 0 ⇐⇒ 〈x− y, η〉 = 0,

dxψ(x, y, η) = η for x = y.

Here, q is the principal symbol of Q. The proof that there exists a unique solution
ψ and the construction of the amplitude A may be found in [Ho4, DG, SV].

When Q =
√
−∆ there is a more concrete construction using the phase (2.30).

This phase is equivalent to ψ in the sense of [Ho2, Theorem 3.1.6]. We thus seek
to construct a Fourier integral parametrix of the form

(8.5) U(t, x, y) ∼
∫
T∗xM

ei〈exp−1
y x,η〉eit|η|yA(t, x, y, η) dη.

As in the case of pseudo-differential operators, the amplitude is understood to be
cutoff near the diagonal so that the phase is well defined. Hence the right side is
only equal to the left side modulo smoothing operators.

For fixed y, the level sets

Hy,η,c := {(x, η) : 〈exp−1
y x, η〉 = c}

are ‘distorted plane-wave’ hypersurfaces of (M, g) near y with normal η, which
generalize Euclidean ‘plane waves.’ These ‘parallel hyperplanes normal to η’ are
images under expy of level sets of 〈ξ, η〉 = c in TyM .

Unlike ψ, the phase 〈exp−1
y x, η〉 does not solve the Hamilton-Jacobi equation

above for all (x, y, η) but only on the canonical relation. We now verify this fact,
which is sufficient for the existence of an amplitude A so that (8.5) is valid.

Lemma 8.1. If expy tη = x, then |∇x〈exp−1
y x, η〉|x = |η|.

Proof. The radial geodesic in the direction η is of course normal to the expo-
nential image of the hyperplanesHy,η,c for all c. If expy tη = x then |∇x〈exp−1

y x, η〉| =
∂
∂t 〈exp−1

y expy t
η
|η| , η〉 = t|η|y. Hence |∇x〈exp−1

y x, η〉|x = |η|. �

8.2. Wave group and spectral projections

In this and the next two sections, we introduce wave equation techniques for
obtaining asymptotic properties of global eigenfunctions. This section is devoted to
spectral projections kernels and their relations to the wave group. In the next sec-
tion §8.4 the methods are combined with Tauberian theorems to prove several Weyl
laws on spectral averages. We then adjust the techniques to apply to individual
eigenfunctions.

Differentiating the spectral projections kernel (1.38), we denote by dΠλ the
spectral measure

(8.6) dΠ[0,λ] :=

∞∑
j=1

ϕj(x)ϕj(y)δ(λj)

associated with the spectral projection kernels Πλ for
√
−∆ for the interval [0, λ].

Here, δ(x) is the Dirac mass at x ∈ R. Its Fourier transform is the half-wave group

(8.7) U(t) =

∫
e−itλ dΠλ = e−it

√
−∆,
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which is the solution operator of the Cauchy problem

(8.8)

(
1

i

∂

∂t
+
√
−∆

)
U(t) = 0, U(0) = Id .

The Schwartz kernel U(t, x, y) is a Fourier integral operator in the class I−1/4(R×
M ×M, C) where C is the Lagrangian

(8.9) C = {(t, x, y; τ, ξ, η) : τ + p(x, ξ) = 0 and (x, ξ) = Gt(y, η)}.
The restriction of the wave kernel to the diagonal in M ×M is the pullback

(8.10) U(t, x, x) = ∆∗U(t, x, y)

under the diagonal embedding

(8.11) ∆: R×M → R×M ×M, ∆(t, x) = (t, x, x).

By the pullback rule for wave front sets,

(8.12) WF(U(t, x, x)) ⊂ C∆,
where

(8.13) C∆ = {(t, τ, x, ξ − η) : τ = −|ξ|, Gt(x, η) = (x, ξ)}.
This follows from the fact that the canonical relation underlying ∆∗ is given by
[DG, (1.20)]:

(8.14) WF′(∆) = {(t, τ, x, (ξ+η)); (t, τ, x, ξ, x, η))} ⊂ T ∗((R×M)×(R×M×M)).

In fact, C∆ is the clean intersection of C and the second component

(8.15) D := {(t, τ, x, ξ, x, η)} ⊂ T ∗(R×M ×M)

of the canonical relation of ∆∗.
It follows from the composition theorem for Fourier integral operators with

cleanly intersecting canonical relations (cf. [DG, Ho4]) that C∆ is a Lagrangian
submanifold of T ∗(R×M)\0, and that

(8.16) U(t, x, x) ∈ I0(R×M, C∆),

where I0(R×M, C∆) is the class of Fourier integral operators of order zero associated
to the canonical relation C∆.

8.3. Small-time asymptotics for microlocal wave operators

For various results on spectral asymptotics (see §8.4), it is important to calcu-
late the singularities for small |t| of the restriction [U(t)Q](x, y)|x=y to the diagonal
of the right composition

(8.17) U(t)Q : C∞(M)→ C∞(M)

of U(t) with a polyhomogeneous zero-order pseudodifferential operator Q(t, x,Dx).
A somewhat more general class which can be calculated by similar methods is
Q(t,Dt, x,Dx). The left composition is also similar. The calculations are done in
[Ho4, SV].

We simplify the notation by denoting the principal symbol of
√
−∆ by p =√∑

gjk(x)ξjξk and its subprincipal symbol by ps = 0.
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Proposition 8.2. For any compact Riemannian manifold (M, g), the restric-
tion K of the kernel of U(t)Q to R × {(x, x) : x ∈ M} is conormal with respect to
{0} × {(x, x) : x ∈M} in a neighborhood of this submanifold. Moreover, there is a
δ > 0 so that when |t| < δ

(8.18) K(t, x) =

∫ ∞
−∞

∂A(x, λ)

∂λ
e−iλt dλ,

where A ∈ Sn, A(x, 0) = 0 and

(8.19) A(x, λ)− (2π)−n
∫
p(x,ξ)<λ

(b+ bs)dξ + (2π)−n
∂

∂λ

∫
p(x,ξ)<λ

i
2{b, p} dξ

+ (2π)−n
∂

∂λ

∫
p(x,ξ)<λ

ir(0, x, ξ) dξ ∈ Sn−2.

If Q is independent of t then (8.19) coincides with [Ho4, Proposition 29.1.2].
Since the kernel K(t, y) in this case is conormal, it is easy to see that this special
case also yields the time-dependent case. The constant δ is the injectivity radius of
(M, g).

There is a similar formula for compositions

(8.20) V (t) = CU(t)B

where C(x,D) and B(x,D) are zero-order polyhomogeneous pseudo-differential op-
erators on M that follows from Proposition 8.2 by using Egorov’s theorem to move
U(t) from the middle to the left position. Let b and c denote the principal symbols
of B and C. Note then that

(8.21) i
2{σprin(CB), p} − σprin([

√
−∆, C]B) = i

2

(
c{b, p} − b{c, p}

)
.

We have the following.

Proposition 8.3. The restriction K of the kernel of CU(t)B to R×{(x, x) : x ∈
M} is conormal with respect to {0} × {(x, x) : x ∈ M} in a neighborhood of this
submanifold. Moreover, there is a δ > 0 so that when |t| < δ

(8.22) K(t, x) =

∫ ∞
−∞

∂ACB(x, λ)

∂λ
e−iλt dλ,

where ACB ∈ Sn, ACB(0, λ) = 0 and

(8.23) ACB(x, λ)− (2π)−n
∫
p(x,ξ)<λ

(cb+ σsub(CB)) dξ

+ (2π)−n
∂

∂λ

∫
p(x,ξ)<λ

i
2

(
c{b, p} − b{c, p}

)
dξ ∈ Sn−2.

To reduce Proposition 8.3 to (8.19), we observe that V (t) solves the Cauchy
problem

(8.24)


(1

i

∂

∂t
+
√
−∆

)
V (t) = [

√
−∆, C]U(t)B,

V (0) = CB.

Consequently, by Duhamel’s formula

(8.25) CU(t)B = U(t)CB + i

∫ t

0

U(t)
(
U(−s)[

√
−∆, C]U(s)B

)
ds.
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If we change our notation a bit and let σprin(CB) and σsub(CB) denote the
principal and subprincipal symbols of CB then Proposition 8.2 tells us that for
small |t| we can write the restriction to the diagonal of the kernel of U(t)CB as

(8.26)

∫
∂A0

∂λ
(x, λ)e−iλt dλ,

where

(8.27) A0(x, λ)− (2π)−n
∫
p<λ

(
σprin(CB) + σsub(CB)

)
dξ

+ (2π)−n
∂

∂λ

∫
p<λ

i
2{σprin(CB), p}dξ ∈ Sn−2.

To perform the same calculation for the last term in (8.25), we note that by
Egorov’s theorem

(8.28) Q(t, x,Dx) = i

∫ t

0

U(−s)[
√
−∆, C]U(s)B ds

is as in Proposition 8.2 with Q(0, x,Dx) = 0 and ∂tQ(0, x,Dx) = i[
√
−∆, C]B.

Thus, for small |t| the restriction to the diagonal of the kernel of the last term in
(8.25) can be written as

(8.29)

∫
∂A1

∂λ
(x, λ)e−iλt dλ,

where

(8.30) A1(x, λ)− (2π)−n
∂

∂λ

∫
p<λ

σprin([
√
−∆, C]B)dξ ∈ Sn−2.

Thus, we can combine the main term for A1 with the last term for A0 to complete
the proof.

8.4. Weyl law and local Weyl law

The classical Weyl law asymptotically counts the number of eigenvalues less
than λ

(8.31) N(λ) = #{j : λj ≤ λ} =
|Bn|

(2π)n
Vol(M, g)λn +O(λn−1).

Here, |Bn| is the Euclidean volume of the unit ball and Vol(M, g) is the volume of
M with respect to the metric g. Equivalently,

(8.32) Tr Πλ =
Vol(|ξ|g ≤ λ)

(2π)n
+O(λn−1),

where Vol is the symplectic volume measure relative to the natural symplectic form∑n
j=1 dxj ∧ dξj on T ∗M . Thus, the dimension of the space where H =

√
∆ is ≤ λ

is asymptotically the volume where its symbol |ξ|g ≤ λ.
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8.4.1. Two term Weyl laws. An improved, two-term Weyl law has been
proved which takes into account the singularities of Tr cos t

√
−∆ for larger values

of t. The singular t 6= 0 are the lengths of the closed geodesics γ of Gt. The size
of the remainder reflects the measure of closed geodesics. Before stating the result
we review some notation concerning closed geodesics.

A periodic geodesic is a periodic orbit of the geodesic flow Gt : S∗gM → S∗gM
on the unit cosphere bundle. Its projection to M is a smoothly closed geodesic γ(t),
i.e., the initial and terminal tangent vectors are the same, γ′(0) = γ′(L) where L is
the length of the geodesic.

We say that geodesic flow of (M, g) is aperiodic (or more simply that (M, g) is
aperiodic) if the periodic geodesics form a set of measure zero in S∗M . In this case
the remainder estimate has been improved by Duistermaat-Guillemin-Ivrii and one
can obtain Weyl laws over the shorter interval [λ, λ+ 1]. Generic g are aperiodic in
this sense.

We say that the geodesic flow of (M, g) periodic if there is a time T so that
GT = Id, i.e., all geodesics are smoothly closed and of period T . Such (M, g) are
usually called Zoll manifolds. We also say that (M, g) is partially periodic if the
set of closed geodesics of (M, g) (i.e., the set of periodic points of Gt in S∗gM) has
positive Liouville measure.

Theorem 8.4 (Two-term Weyl laws).

(1) In the aperiodic case, the two-term Weyl law of Duistermaat-Guilleimin(-
Ivrii) states

(8.33) N(λ) = #{j : λj ≤ λ} = cn Vol(M, g) λn + o(λn−1)

where n = dimM and where cm is a universal constant.
(2) In the periodic case, the spectrum of

√
−∆ is a union of eigenvalue clusters

CN of the form

(8.34) CN =

{(
2π

T

)(
N +

β

4

)
+ µNi, i = 1 . . . dN

}
with µNi = O(N−1). The number dN of eigenvalues in CN is a polynomial
of degree n− 1.

We will sketch the proof of this and related results below but will not give too
many details because it is quite standard and not the main point of this monograph.
We refer to [DG, Ho4, SV] for background and further discussion.

8.4.2. Pointwise Weyl laws. One of the principal methods for relating eigen-
functions and geodesic flow are the pointwise Weyl laws, i.e., Weyl asymptotics and
remainder estimates for the pointwise sums

(8.35) N(λ, x) =
∑

j:λj≤λ
|ϕλj (x)|2.

Theorem 8.5 (Avakumovich, Levitan, Hörmander, Duistermaat-Guillemin).

(8.36) N(λ, x) : =
∑
λj≤λ

|ϕj(x)|2 =
1

(2π)n
|Bn|λn +R(λ, x),

where R(λ, x) = O(λn−1) uniformly in x. Here, |Bn| is the volume of the unit ball
in Rn.
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An important consequence is the following estimate on sup norms of L2 nor-
malized eigenfunctions.

Corollary 8.6. Let (M, g) be a compact C∞ Riemannian manifold of dimen-
sion n, and let ϕλ be an L2-normalized eigenfunction of eigenvalue λ2. Then

(8.37) sup
x∈M
|ϕλ(x)| ≤ Cgλ

n−1
2 .

The proof is that
∑
j:λj=λ

ϕλj (x)2 = N(λ, x)−N(λ− 0, x), i.e., it is the jump

of the Weyl function at λ. But the asymptotic is continuous and therefore

(8.38)
∑

j:λj=λ

ϕλj (x)2 = R(λ, x)−R(λ− 0, x).

In general we know little about the jump of the remainder but by (8.36) we know
that it is O(λn−1) and taking square roots gives Corollary 8.6.

In §10.4 we study the geometry of compact (M, g) for which this universal
bound is achieved. We show that for C∞ metrics there must exist a point x0 ∈M
such that the set Lx0

⊂ S∗x0
M of directions of loops at x0 has positive measure.

Furthermore the first return map on loop directions must have an invariant measure
in the class of the standard surface volume form of S∗x0

M . In particular, one obtains

a o(λn−1) remainder if the set of geodesic loops at x has measure zero. Such
refinements will be discussed in §10.

8.4.3. Local Weyl law for PsiDO’s. The PsiDO local Weyl law concerns
the traces TrAΠ[0,λ] where A ∈ Ψm(M).

Theorem 8.7. Let A ∈ Ψ0(M). Then

(8.39)
∑
λj≤λ
〈Aϕj , ϕj〉 =

1

(2π)n

(∫
B∗M

σA dxdξ

)
λn +O(λn−1).

If (M, g) is aperiodic then the remainder is o(λn−1).

When the periodic geodesics form a set of measure zero in S∗M , one obtains
an asymptote and remainder if one averages over the shorter interval [λ, λ+1]. The
statement about the remainder is quite similar to the one for A = I but was first
proved (to the author’s knowledge) in [Z2].

We introduce the notation,

(8.40) ω(A) :=
1

µ(S∗M)

∫
S∗M

σA dµL

for the Liouville average (or state), where µL is the Liouville measure on S∗M ,

i.e., the surface measure dµL = dxdξ
dH induced by the Hamiltonian H = |ξ|g and

by the symplectic volume measure dxdξ on T ∗M . When σA is homogeneous of
degree zero, one evaluate the ball average in polar coordinates in B∗xM and find

that the right side of (8.39) is a universal multiple Cn = |Bn|
|Sn−1| (depending on the

dimension) of ω(A).
It follows that

(8.41) ω(A) = lim
λ→∞

1

N(λ)

∑
λj≤λ
〈Aϕj , ϕj〉
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8.5. Fourier Tauberian approach

We now sketch the proof of the pointwise (hence global) Weyl asymptotics.
The classical method of Carleman, Levitan, Hörmander, Duistermaat-Guillemin
and others uses a Fourier Tauberian method to relate asymptotics to the singularity
at t = 0 of the dual trace

(8.42) S(t, x) =
∑
j

eitλj |ϕλj (x)|2 resp. SA(t) =
∑
j

eitλj 〈Aϕλj , ϕλj 〉

Note that S(t, x) = U(t, x, x) where U(t, x, y) is the kernel of eit
√
−∆ on the diago-

nal. It is somewhat simpler to use cos t
√
−∆.

Finding the singularity at t = 0 is equivalent to convolving with a test function
ρ ∈ S(R) with supp ρ̂ contained in a sufficiently small neighborhood of 0 and ρ̂ ≡ 1
in a small neighborhood of 0, and to study the asymptotics as λ → ∞ of the
smoothed Weyl sums

(8.43)
∑
j

ρ(λ− λj)|ϕλj (x)|2 = ρ ∗ dλN(λ, x).

Proposition 8.8. Let (M, g) be a C∞ compact Riemannian manifold of di-
mension n. Then there exists a sequence ω1, ω2, . . . of real valued smooth densities
on M such that, for every ρ ∈ S(R) with supp ρ̂ contained in a sufficiently small
neighborhood of 0 and ρ̂ ≡ 1 in a small neighborhood of 0

(8.44)
∑
j

ρ(λ− λj)|ϕλj (x)|2 ∼
∞∑
k=0

ωkλ
n−k−1

as λ→∞ (and rapidly decaying as λ→ −∞) with

(8.45) ω0(x) = Vol(S∗xM), ω1 = 0 = ωn, ωk = 0 for odd k.

One now uses a short-time parametrix

(8.46) U(t, x, y) = (2π)−n
∫
Rn
eiϕ(t,x,y,η)a(t, x, y, η) dη

where a is a classical symbol of order 0 and where the phase is of the Lax-Hörmander
linear form in t, ϕ(t, x, y, η) = ψ(x, y, η)− t|η|, with ψ(x, y, η) = 0 if 〈x− y, η〉 = 0.
Hence,

ρ ∗ dN(λ, x) =

∫
R
eiλtρ̂(t)U(t, x, x) dt(8.47)

= (2π)−n
∫
R

∫
Rn
eiλtρ̂(t)e−it|η|a(t, x, x, η) dηdt.(8.48)

One now changes variables η → λη, puts the dξ integral into polar coordinates
ξ = rω, |ω| = 1 and carries out the dtdr integral by the method of stationary phase.

One obtains the expansion of Proposition 8.8 with α0 = |Bx|
(2π)n . The calculation

of the leading order term is based on the fact that the leading order term of the
amplitude equals 1 at t = 0, which is forced by the initial condition U(0) = Id.

The same kind of argument applies to NA(λ):

Proposition 8.9. For A ∈ Ψm(M), let NA(λ) =
∑
λj≤λ(Aϕj , ϕj). Then for

any ρ ∈ S(R) with ρ̂ ∈ C∞0 (R), supp ρ̂ ∩ Lsp(M, g) = {0} and with ρ̂ ≡ 1 in some
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interval around 0, we have

(8.49) ρ ∗ dNA(λ) ∼
∞∑
k=0

αkλ
n+m−k−1 (λ→ +∞),

where

(8.50) n = dimM, α0 =

∫
S∗M

σA dµ, αk =

∫
S∗M

ωk dµ

and ωk is determined from the k-jet of the complete symbol a of A.

Proof. The only new step is to apply A to the parametrix for Ut. By Propo-
sition 2.5, applying a PsiDO to aeiϕ produces an expression αeiϕ with the same
phase and only a change in the amplitude. Hence,

(8.51) AU(t, x, y) = (2π)−n
∫
Rn
α(t, x, y, η)eiϕ(t,x,y,η)dη

where α is a classical symbol of order m. Now proceed as before. �

8.5.1. Local Weyl law for homogeneous Fourier integral operators.
In [Z1], the local Weyl law for pseudo-differential operators (8.39) was generalized
to Fourier integral operators F associated to a local canonical graph. We refer to
§7.2 for notation and background, and state the result in the form (8.41).

The canonical relation C is a local canonical graph when both projections in
the diagram are (possibly branched) covering maps.

C ⊂ T ∗M × T ∗M

T ∗M ⇐⇒ T ∗M

πX πY

If we equip C with the symplectic volume measure pulled back by πX from
T ∗M , then we may consider symbols σF as functions on C.

Proposition 8.10. et CF ⊂ T ∗M − 0 × T ∗M − 0 be a local canonical graph
and F ∈ I0(M ×M ;CF ). Then,

(8.52) lim
λ→∞

1

N(λ)

∑
j : λj≤λ

〈Fϕj , ϕj〉 =

∫
S(CF∩∆S∗M×S∗M )

σF dµL.

Here, S(CF ∩∆S∗M×S∗M ) is the set of unit vectors in the diagonal part of CF .

We again take a Fourier Tauberian approach and now study the singularities

of TrFeit
√
−∆ at t = 0. Using the composition calculus of FIOs the singularity is

determined by the intersection of the canonical relation of F with the diagonal, i.e.,
with the fixed point set of the canonical relation. The integral is with respect to a
canonical volume form on this fixed point set coming from the symbol calculus.

The limit sifts out the pseudo-differential part (i.e., the diagonal branch) of the
canonical relation. If the fixed point set has measure zero, then the limit is zero.
One can then amplify F by composing it with ∆s for some s.
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8.5.2. Sup norm bounds on ϕλ and |∇ϕλ|. The first estimate is a universal
sup norm bound. It will be derived in Corollary 8.6 from pointwise Weyl laws. The
simplest proofs are by wave equation methods.

Theorem 8.11. Let (M, g) be a compact C∞ Riemannian manifold of dimen-
sion n, and let ϕλ be an L2-normalized eigenfunction of eigenvalue λ2. Then

(8.53) sup
x∈M
|ϕλ(x)| ≤ Cgλ

n−1
4 .

The pointwise Weyl law of §8.4 may be differentiated any number of times and
produces sup norm estimates on derivatives as well. As an example we consider the
sup norm of the gradient, based on twice differentiating the spectral projections
kernel

(8.54) dx ⊗ dyΠ[0,λ](x, y)|x=y =
∑
λj≤λ

|∇ϕj(x)|2g.

One can run through the proof of the pointwise Weyl law after differentiating the
wave kernel and obtain

Theorem 8.12.

(8.55) N∇(λ, x) :=
∑
λj≤λ

|∇ϕj(x)|2 =
1

(2π)n

∫
B∗xM

ξ ⊗ ξdµL(ξ) +R∇(λ, x),

where R(λ, x) = O(λ
n
2 ) uniformly in x.

As a corollary one obtains

Corollary 8.13. Let (M, g) be a compact C∞ Riemannian manifold of di-
mension n, and let ϕλ be an L2-normalized eigenfunction of eigenvalue λ2. Then

(8.56) sup
x∈M
|∇ϕλ(x)| ≤ Cgλ

n+1
4 .

Such bounds use that ϕλ is a global eigenfunction of (M, g), i.e. an eigen-
function of the wave group. They are apparently superior to Sobolev estimates or
Bernstein bounds for local eigenfunctions. These bounds can be found in [Z4, Z3]
in the boundaryless case and in [Xu1] for manifolds with boundary.

In [SoZ], a somewhat sharper bound is proved in terms of the L1-norm of ϕλ:

Lemma 8.14. If λ > 0 then

(8.57) ‖∇gϕλ‖L∞(M) . λ
1+n−1

2 ‖ϕλ‖L1(M).

Here, A(λ) . B(λ) means that there exists a constant independent of λ so that
A(λ) ≤ CB(λ).

8.5.3. Gradient bound in C0-norm. In this section, we prove the gradient
bound

Proposition 8.15. There exists a constant C > 0 so that for all j,

(8.58) sup
M
|∇ϕj | ≤ Cλ sup

x∈M
|ϕj |.

Remark 8.16. This proof was suggested by C. Sogge. A different one is pub-
lished in [ShXu].



8.5. FOURIER TAUBERIAN APPROACH 175

Proof. Choose a Schwartz function ρ whose Fourier transform is supported
in [−1, 1] and which equals one at the origin. Then ρ(λ−1(λ−

√
−∆))ϕλ = ϕλ. Let

Kλ(x, y) be the Schwartz kernel of this operator. We claim that

(8.59) ∇Kλ ≤ Cλn+1(1 + λr(x, y))−N ,

for all N . Indeed, by (8.3),

Kλ(x, y) =

∫
R

∫
T∗xM

ρ̂(tλ)eitλeiψ(x,y,η)eit|η|A(t, x, y, η) dηdt(8.60)

= λ

∫
R

∫
T∗xM

ρ̂(t)eiteiψ(x,y,η)eiλ
−1t|η|A(λ−1t, x, y, η) dηdt(8.61)

= λ1+n

∫
R

∫
T∗xM

ρ̂(t)eiteiλψ(x,y,η)eit|η|A(λ−1t, x, y, λη) dηdt.(8.62)

Now apply ∇x, which in one term brings down a power of λ from the phase and
changes the amplitude to a sum of new amplitudes with the same bounds. The
phase is only stationary in (t, η) if expx tξ = η, thus if |η| < r(x, y). If we introduce
a cutoff χBr(x) to the ball bundle of radius 2r(x, y), and break up the integral using
1 = χB + (1− χB), then repeated integration by parts shows that the (1− χB) is
convergent and O(λ−N ) for any N . Henceforth we assume that the amplitude A is
supported in |η| ≤ 2r(x, y).

In terms of λ, the phase is λψ(x, y, η) ∼ λ〈x− y, η〉. One has |∇ηϕ(x, y, η)| ≥
C|x − y| ' Cr(x, y) on the support of the amplitude. We integrate by parts with
the operator

(8.63) L = (‖1 + λ∇ηϕ‖2)−1
(
I +

1

i
∇ηϕ · ∇η

)
.

Using the reproducing formula Leiλϕ = eiλϕ and integrating by parts N times gives
(8.64)

Kλ(x, y) = λ1+n

∫
R

∫
T∗xM

ρ̂(t)eiteiλψ(x,y,η)L∗N
(
eit|η|A(λ−1t, x, y, λη)

)
dηdt.

To complete the proof it suffices to show that

(8.65) L∗N
(
eit|η|A(λ−1t, x, y, λη)

)
≤ C(1 + λr(x, y))−N ,

which follows by induction, using that λ only appears in the denominator of L.
This proves (8.59).

Since

(8.66) ‖∇ϕλ‖L∞ ≤ C‖ϕλ‖L∞ sup

∫
M

|Kλ(x, y)| dV (y),

we have

(8.67) ‖∇ϕλ‖L∞ ≤ C‖ϕλ‖L∞λn+1 sup
x

∫
M

(1 + λr(x, y))−N dV (y).

Using geodesic polar coordinates centered at x, the right side is

(8.68) Cn

∫ 1

0

(1 + λr)−Nrn−1dr = Dn,Nλ
−n.

Here, Cn, Dn,N are independent of λ. This completes the proof. �
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8.6. Tauberian Lemmas

In this section we shall collect the Tauberian lemmas that we need.
The first one is a special case of [Ho3, Lemma 7.5.6]. It is a slight variant of

the one used by Ivrii in his proof of the Duistermaat-Guillemin theorem. It requires
a monotonicity assumption that will only be fulfilled for the “diagonal” terms of
our approximation to Π[0,λ](x, x).

Lemma 8.17. Suppose that µ is a non-decreasing temperate function satisfying
µ(0) = 0 and that ν is a function of locally bounded variation such that ν(0) = 0.
Suppose also that m ≥ 1 and that ϕ ∈ S(R) is a fixed positive function satisfying∫
ϕ(λ)dλ = 1 and ϕ̂(t) = 0, t /∈ [−1, 1]. If ϕσ(λ) = σ−1ϕ(λ/σ), 0 < σ ≤ σ0,

assume that for λ ∈ R

(8.69) |dν(λ)| ≤
(
A0(1 + |λ|)m +A1(1 + |λ|)m−1

)
dλ,

and that

(8.70) |((dµ− dν) ∗ ϕσ)(λ)| ≤ B(1 + |λ|)−2.

Then

(8.71) |µ(λ)− ν(λ)| ≤ Cm
(
A0σ(1 + |λ|)m +A1σ(1 + |λ|)m−1 +B

)
,

where Cm is a uniform constant depending only on σ0 and our m ≥ 1.

The other lemma that we require allows us to handle the “off-diagonal” terms
in our approximation to Π[0,λ](x, x) where the above monotonicity assumption will
not be valid. A proof can be found in [So, p. 128].

Lemma 8.18. Let g(λ) be a piecewise continuous function of R. Assume that
for some m ≥ 1 there is a constants A0 and A1 so that

(8.72) |g(λ+ s)− g(λ)| ≤ A0(1 + |λ|)m +A1(1 + |λ|)m−1, 0 < s < 1.

Suppose further that for some fixed δ > 0

ĝ(t) = 0, |t| < δ.

Then there is a constant Cm,δ, depending only on m and δ, so that

(8.73) |g(λ)| ≤ Cm,δ
(
A0(1 + |λ|)m +A1(1 + |λ|)m−1

)
.

We also quote a simple asymptotic result using this Tauberian Lemma and
which will be used in §10.20. In the following, SV for any homogeneous V ⊂ T ∗xM
denotes the set of unit vectors in V . For background on Maslov indices, excesses
etc. we refer to [DG, Ho4] .

Lemma 8.19. Let A ∈ I0(M ×M,Λ) denote a zeroth order Fourier integral
operator associated to a homogeneous canonical relation Λ ⊂ T ∗M × T ∗M , and
assume that Λ ∩∆T∗M is a clean intersection. Then

(8.74)
∑
λν≤λ

〈Aϕν , ϕν〉 = imλ
e−1

2

∫
SΛ∆

σAdµ0 +O(λ
e−1

2 −1),

where dµ0 is a canonical density on the intersection Λ ∩ ∆T∗M , σA is the symbol
of A, m is the Maslov index, and e = dim Λ ∩∆T∗M .
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Here are some additional Fourier cosine Tauberian Lemmas from [S1, SV] We
denote by F+ the class of real-valued, monotone nondecreasing functions N(λ) of
polynomial growth supported on R+. The following Tauberian theorem uses only

the singularity at t = 0 of d̂N to obtain a one term asymptotic of N(λ) as λ→∞:

Theorem 8.20. Let N ∈ F+ and let ψ ∈ S(R) satisfy the conditions: ψ is

even, ψ(λ) > 0 for all λ ∈ R, ψ̂ ∈ C∞0 , and ψ̂(0) = 1. Then,

ψ ∗ dN(λ) ≤ Aλν =⇒ |N(λ)−N ∗ ψ(λ)| ≤ CAλν ,
where C is independent of A, λ.

To obtain a two-term asymptotic formula, one needs to take into account the

other singularities of d̂N . We let ψ be as above, and also introduce a second test
function γ ∈ S with γ̂ ∈ C∞0 and with the supp γ̂ ⊂ (0,∞).

Theorem 8.21. Let N1, N2 ∈ F+ and assume:

(1) Nj ∗ ψ(λ) = O(λν) for j = 1, 2;
(2) N2 ∗ ψ(λ) = N1 ∗ ψ(λ) + o(λν);
(3) γ ∗ dN2(λ) = γ ∗ dN1(λ) + o(λν).

Then

(8.75) N1(λ− o(1))− o(λν) ≤ N2(λ) ≤ N1(λ+ o(1)) + o(λν).
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CHAPTER 9

Matrix elements

One of the principal techniques for obtaining information on the asymptotics
of eigenfunctions is to study matrix elements

(9.1) ρjk(A) := 〈Aϕj , ϕk〉, (ρj(A) := 〈Aϕj , ϕj〉 when j = k)

of pseudo-differential operators A ∈ Ψ0(M) with respect to the eigenfunctions.
Since the eigenfunctions are normalized, the linear functionals ρjk are bounded
on the space L(H) of bounded linear operators on the Hilbert space H = L2(M)
equipped with the operator norm topology. In quantum mechanics, the functional
ρj(A) is viewed as the ‘expected value of the observable A in the energy state ϕj
(of energy λ2

j ).
When an orthonormal basis of eigenfunctions is fixed, we refer to

(9.2)
(
〈Aϕj , ϕk〉

)∞
j,k=0

as the matrix of A with respect to the orthonormal basis {ϕj}. The matrix of
a pseudo-differential operator has special asymptotic properties distinguishing it
from the matrix of a general bounded operator.

When we fix a quantization a→ Op(a) of symbols as pseudo-differential oper-
ators, the matrix elements become linear functionals of the symbol and one has a
representation

(9.3) ρjk(Op(a)) =

∫
T∗M

a(x, ξ) dWjk

of the linear functional as a distribution dWjk on smooth symbols. The distri-
bution is sometimes called the Wigner distribution of (ϕj , ϕk) and we follow that
terminology here. When j = k we denote Wj,k by Wj . In the case of homogeneous
pseudo-differential operators, we can view

(9.4) ρj(Op(a)) =

∫
S∗gM

a dWj

as a distribution on the unit co-sphere bundle (energy surface). In general, we
would like to study the asymptotics of the matrix elements or Wigner distributions
for as large as possible a class of symbols or operators. The Wigner distribution is
(almost) a positive measure and is truly one if Op(a) is defined in a certain way.

If A = 1E is multiplication by the characteristic function of a nice open set
E ⊂M , then

(9.5) ρj(1E) =

∫
E

|ϕj |2dVg

is the “mass” or the probability that the particle represented by ϕj is located in
E. Op(1E) is viewed as the quantization of the characteristic function of a set
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E ⊂ T ∗M . Then 〈Op(1E)ϕj , ϕj〉 is the “probability amplitude that the (position,
momentum) of the particle is in E.” We may regard it as the measure of the
microlocal mass of ϕj in E.

9.1. Invariance properties

We now develop the view that ρj(A) = 〈Aϕj , ϕj〉 is an invariant state on the
C∗-algebra Ψ0(M).

A state is a linear functional on Ψ0(M) such that (i) ρψ(A∗A) ≥ 0; (ii) ρψ(I) =
1; (iii) ρψ is continuous in the norm topology. It is the quantum analogue of a
probability measure (a state on C0(S∗M)).

An invariant state is a state ρ so that

(9.6) ρ(A) = ρ(αt(A)) := ρ(U tAU−t).

Recall that U t = eit
√
−∆ is the wave group so that U tϕk = eitλkϕk. Since |eitλk | =

1, the probability measure |ψ(t, x)|2dVol is constant where ψ(t, x) = Utψ(x) is the
evolving state.

If Op(a) ∈ Ψ0(M) and U t is as above then Egorov’s theorem states that
αt(Op(a)) := U t Op(a)U t∗ ∈ Ψ0(M) and the principal symbol of αt(Op(a)) is
a ◦Gt. Quantitatively,

(9.7) U t Op(a)U t∗ = Op(a ◦Gt) +Rt,

where Rt is a pseudo-differential operator of order −1.
Global harmonic analysis exploits the long time behavior of the geodesic flow,

e.g., its ergodicity or integrability, to prove results about the high eigenvalue limit of
eigenfunctions. The joint asymptotics t→∞, λj →∞ makes the analysis difficult
and the geodesic flow is only a good approximation to the quantum dynamics when

|t| ≤ TH(λj) := κ log λj ,

for a certain κ.

9.2. Proof of Egorov’s theorem

Theorem 9.1. Let A be a homogenous semiclassical PsiDO on M of order 0

and let U(t) = e−it
√
−∆. Let

A(t) = U(t)∗AU(t).

Then A(t) is a PsiDO of order 0 with principal symbol

σA(t) = (Φt)∗σA := σA ◦ Φt.

Once the theorem is proved for A ∈ Π0(M) it automatically extends to all
A ∈ Ψ∗(M).

Proof. A(t) = U(−t)AU(t) is the unique solution of the operator ODE,

(9.8)
d

dt
A(t) = i[

√
−∆, A(t)], A(0) = A.

The goal is to construct a complete symbol

ã(t, x, ξ) ' a0(t, x, ξ) + a−1(t, x, ξ) + · · ·
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whose quantization Ã = Op(ã) in some quantization Op satisfies an approximate
version of (9.8),

(9.9)
d

dt
Ã(t) = i[

√
−∆, Ã(t)] +R−∞ Ã(0) = A+R−∞,2,

where R−∞.R−∞,2 ∈ Ψ−∞ Then we show that

A− Ã ∈ Ψ−∞.

Let Φt be the Hamiltonian flow of the Hamiltonian vector field XH of H(x, ξ) :=
|ξ|g.If we assume that A(t) ∈ Ψ0(M) then its principal symbol would solve the ODE

d

dt
σA(t) = {H,σA(t)} = XH(σA(t)).

This suggests we define  a0(t, x, ξ) = σA(Gt(x, ξ)),

A0(t) = Op(a0(t, x, ξ)).

Then,
σi[P,A0(t)]−A′0(t) =: r−1(t, x, ξ) ∈ S−1.

Now construct a−1(t, x, ξ) to solve the inhomogeneous initial value problem,

(
∂

∂t
−Xp)a−1(t, x, ξ) = −r−1(t, x, ξ), a−1(0, x, ξ) = 0.

This an inhomogeneous equation, whose solution is

(9.10) a−1(t, x, ξ) = −
∫ t

0

r−1 ◦ Φt−sds.

If A−1(t) = Op(a−1) then

d

dt
[A0(t) +A−1(t)] + i[

√
−∆, A0 +A1] ∈ Ψ−2

since the symbol of order zero vanishes and the symbol of order −1 is r−1 + ȧ−1 −
XHa−1 = 0. So the leading term is of order −2 and so the complete symbol,
denoted r−2 is of order −2.

Then construct a2 in the same way so that

(
∂

∂t
−XH)a−2(t, x, ξ) = −r−2(t, x, ξ), a−2(0, x, ξ) = 0.

Iterating gives a recursive sequence a−j and an asymptotic sum,

ã(t, x, ξ) ∼
∞∑
j=0

aj(t, x, ξ),

whose quantization satisfies,

i[P, Ã(t)]− Ã′(t) = R−∞ ∈ Ψ−∞, Ã(0) = A(0).

We now verify that A(t) − Ã is a smoothing operator. Let B(t) = A(t) − Ã.
Then,

(9.11)
d

dt
B(t)− i[

√
−∆, B(t)] = R−∞, B(0) = 0.
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By Duhamel’s formula (Section 9.7)

(9.12) A(t)− Ã(t) = B(t) =

∫ t

0

U∗(t− s)R−∞(s)U(t− s)ds.

The integral has a smooth kernel by the energy estimates

U(t) : Hs(M)→ Hs(M), ∀s, t.
This completes the proof of Egorov’s theorem.

�

9.3. Weak* limit problem

.
One of the best known problems in semi-classical asymptotics is the following:

Problem 9.2. Determine the set Q of ‘quantum limits’, i.e., weak* limit points
of the sequence {Wk} of Wigner distributions. Equivalently, determine the set of
limit states of {ρk}.

Let MI denote the compact convex set of Gt-invariant probability measures
for the geodesic flow. The following is all one can say in general:

Proposition 9.3. If M is a compact manifold, then Q ⊂MI . The limits are
time-reversal invariant if the eigenfunctions are real valued.

Any weak* limit of of {ρk} is an invariant measure for Gt, i.e., µ(E) = µ(GtE).
This is because ρk is an invariant state for the automorphism

(9.13) ρk(UtAU
∗
t ) = ρk(A).

It follows by Egorov’s theorem that any limit of ρk(A) is a limit of ρk(Op(σA ◦Gt))
and hence the limit measure is Gt invariant.

There are many invariant probability measures and it is difficult to characterize
those which arise as quantum limits. Some examples of invariant measures are:

(1) Normalized Liouville measure dµL.
(2) A periodic orbit measure µγ defined by µγ(A) = 1

Lγ

∫
γ
σAds where Lγ is

the length of γ. A finite sum of periodic orbit measures. In this case the
eigenfunctions are sometimes said to ‘scar’ along γ.

(3) A delta-function along an invariant Lagrangian manifold Λ ⊂ S∗M . The
associated eigenfunctions are viewed as localizing along Λ.

(4) A more general measure which is singular with respect to dµL. There are
many examples in the hyperbolic case (see e.g. [Si]).

On a flat torus for instance,

(9.14) Op(a)ei〈x,λ〉 = a(x, λ)ei〈x,λ〉.

Hence

(9.15) 〈Op(a)ei〈x,λ〉, ei〈x,λ〉〉 =

∫
Tn
a

(
x,

λ

|λ|

)
dx.

This is Lebesgue measure on the invariant torus ξ = λ/|λ|. Every Lebesgue
measure (i.e., on every invariant torus ξ = ξ0) arises as a weak* limit. For rational
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tori, eigenvalues are multiple and one may take linear combinations of such expo-
nentials with the same eigenvalue. Some results on the possible weak limits can be
found it [J, HeR1].

9.4. Matrix elements of spherical harmonics

We now study matrix elements with respect to spherical harmonics, in particu-
lar with respect to the standard basis Y mk , i.e., 〈Op(a)Y m` , Y m` 〉 as `→∞,m/`→ c.

The image of T ∗S2 − 0 under the moment map µ(x, ξ) = (pθ(x, ξ), |ξ|) is a
vertical triangular wedge. It is a cone, reflecting that µ(x, rξ) = rµ(x, ξ) is homo-
geneous. We can break the homogeneity by taking a base for the cone with |ξ| = 1,
i.e. by considering points (x, 1). This corresponds to looking at pθ : S∗S2 → R.

Thus, we consider pairs (mj , `j) in the joint spectrum of Dθ, A =
√
−∆ + 1/2−

1/2 whose projection to the base of the cone has a limit (c, 1).

Theorem 9.4. Suppose that mj/`j → c. Then

(9.16) 〈Op(a)Y m` , Y m` 〉 →
∫
µ−1(c,1)

a0dx.

Thus, the eigenfunctions in this ray localize on the invariant torus p−1
θ (c).

We define U(t1, t2) = ei(t1Dθ+t2A) and note that it is a unitary representation
of the 2-torus T 2 on L2(S2). Further

(9.17) 〈Op(a)Y m` , Y m` 〉 = 〈U(t1, t2)∗Op(a)U(t1, t2)Y m` , Y m` 〉.
Indeed, the eigenvalues cancel out. Average this formula over T 2. We note that

(9.18) 〈A〉 :=

∫
T 2

U(t1, t2)∗Op(a)U(t1, t2) dt1dt2

commutes with both Dθ and A. Indeed, the commutator with A gives d
dt2

under
the integral sign, and the integral of this derivative equals zero.

But Dθ, A have a simple joint spectrum: the dimension of the joint eigenspace
equals one. Hence, any operator which commutes with them is a function of them.
Thus,

(9.19) 〈A〉 = F (Dθ, A).

The function F must be homogeneous of degree zero. Also, the right side is a ΨDO
whose symbol is

(9.20) 〈a0〉 :

∫
T 2

a0(Gt1,t2(x, ξ)) dt1dt2.

It follows first that

(9.21) 〈Op(a)Y m` , Y m` 〉 = 〈〈Op(a)〉Y m` , Y m` 〉 = F (m, k).

Secondly, as (mj , `j)→∞ with mj/`j → c, we have

(9.22) 〈Op(a)Y m` , Y m` 〉 = F (mj , `j)→ F (c, 1).

But also, the limit is the integral of a0 against an invariant measure. The principal
symbol of F is 〈a0〉, which is a function on the image of the moment map. Its value
at (c, 1) is by definition

∫
µ−1(c,1)

a0dx, concluding the proof.

Let us take the ‘symbol’ of the pair A,L3. The symbol of A is the metric norm
function |ξ| while that of L3 is the so-called Clairaut integral pθ(x, ξ) = 〈ξ, ∂∂θ 〉.
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The pair (pθ, |ξ|) is called the moment map of the completely integrable geodesic
flow of S2. By the Schwartz inequality, |pθ(x, ξ)| ≤ | ∂∂θ | ≤ 1 when |ξ| = 1. Hence

the image of T ∗S2 under the moment map is a triangular cone in R2 with vertex at
0 with central axis the y-axis and with sides y = ±x in the usual x− y coordinates.
Compare this to the image of T ∗T 2 under the moment map (ξ1, ξ2) which is the
whole plane.

But it is of intrinsic interest to understand lower bounds on Lp norms as well
as upper bounds. At least in the quantum integrable case, there are lower bounds
showing that some sequences of eigenfunctions must have power law growth of Lp

norms, reflecting the singularities of projections of Lagrangian submanifolds to the
base. As mentioned in the introduction, it is proved in [JZ] that

Proposition 9.5. Every invariant measure for the geodesic flow arises as a
weak* limit for a sequence of eigenfunctions on the standard S2.

Sketch. It suffices to show that every finite sum of delta functions on closed
geodesics arises as a quantum limit. Such measures arise by taking linear combi-
nations of the associated Gaussian beams Y `` . �

However, one may hope to constrain the possible limits when the geodesic flow
is sufficiently chaotic. To do so, one needs to find properties of Wigner measures
which are special and which are preserved to some degree in the semi-classical
limit. For the remainder of this section, we consider what kinds of properties of
eigenfunctions are measured by matrix elements. We also consider matrix elements
with respect to more general kinds of operators.

9.5. Quantum ergodicity and mixing of eigenfunctions

In this section, we assume that the geodesic flow of (M, g) is ergodic. Ergodicity
of Gt means that Liouville measure dµL is an ergodic measure for Gt on S∗M , i.e.
an extreme point of MI . Equivalently, any Gt-invariant set has Liouville measure
zero or one. Ergodicity is a spectral property of the operator V tf(ζ) = f(Gt(ζ))
on L2(S∗M,dµL), namely that V t has 1 as an eigenvalue of multiplicity one, i.e.
only invariant L2 functions (with respect to Liouville measure) are the constant
functions.

In this case, there is a general result which originated in the work of A.I.
Schnirelman and was developed into the following theorem by S. Zelditch, Y. Colin
de Verdière on manifolds without boundary and by P. Gérard-E. Leichtnam and S.
Zelditch-M. Zworski on manifolds with boundary.

The first result is the following Variance Theorem:

Theorem 9.6. Let (M, g) be a compact Riemannian manifold (possibly with
boundary), and let {λj , ϕj} be the spectral data of its Laplacian −∆. Then the
geodesic flow Gt is ergodic on (S∗M,dµL) if and only if, for every A ∈ Ψ0(M), we
have:

(i) limλ→∞ 1
N(λ)

∑
λj≤λ |(Aϕj , ϕj)− ω(A)|2 = 0.

(ii) For all ε > 0 there exists δ > 0 such that

(9.23) lim sup
λ→∞

1

N(λ)

∑
j 6=k : λj ,λk≤λ
|λj−λk|<δ

|(Aϕj , ϕk)|2 < ε.
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The diagonal result may be interpreted as a variance result for the local Weyl
law. Since all the terms are positive, the asymptotic is equivalent to the existence
of a s subsequence {ϕjk} of eigenfunctions whose indices jk have counting density
one for which 〈Aϕjk , ϕjk〉 → ω(A) for any A ∈ Ψ0(M). As above, such a sequence
of eigenfunctions is called ergodic. One can sharpen the results by averaging over
eigenvalues in the shorter interval [λ, λ+ 1] rather than in [0, λ].

The off-diagonal statement was proved in [Z3] and the fact that its proof can
be reversed to prove the converse direction was observed by Sunada in [Su]. A
generalization to finite area hyperbolic surfaces is in [Z2].

The first statement (i) is essentially a convexity result. It remains true if one
replaces the square by any convex function F on the spectrum of A:

(9.24)
1

N(E)

∑
λj≤E

F (〈Aϕk, ϕk〉 − ω(A))→ 0.

The basic QE (quantum ergodicity) theorem is the following:

Theorem 9.7. Let (M, g) be a compact Riemannian manifold (possibly with
boundary), and let {λj , ϕj} be the spectral data of its Laplacian −∆. Then, if the
geodesic flow Gt is ergodic on (S∗M,dµL), there exists a subsequence S of density
one, D∗(S) = 1 such that

lim
j→∞,j∈S

〈Aϕj , ϕj〉 → ω(A)

for all A ∈ Ψ0(M).

Density one means that 1
N(λ)#{j : λj ≤ λ, j ∈ S} → 1 as λ→∞.

9.5.1. Quantum ergodicity in terms of operator time and space aver-
ages. The diagonal variance asymptotics may be interpreted as a relation between
operator time and space averages.

Let A ∈ Ψ0 be an observable and define its time average to be:

(9.25) 〈A〉 := lim
T→∞

〈A〉T ,

where

(9.26) 〈A〉T :=
1

2T

∫ T

−T
U tAU−tdt

Further define its space average to be scalar operator

(9.27) ω(A) · I.
Then Theorem 9.7 (i) is (almost) equivalent to

(9.28) 〈A〉 = ω(A)I +K where lim
λ→∞

ωλ(K∗K) := lim
λ→∞

Tr
(

Π[0,λ]K
∗K
)

= 0.

Thus, the time average equals the space average plus a term K which is semi-
classically small in the sense that its Hilbert-Schmidt norm square ‖EλK‖2HS in the
span of the eigenfunctions of eigenvalue ≤ λ is o(N(λ)).

This is not exactly equivalent to Theorem 9.7 (i) since it is independent of the
choice of orthonormal basis, while the previous result depends on the choice of basis.
However, when all eigenvalues have multiplicity one, then the two are equivalent.
To see the equivalence, note that 〈A〉 commutes with

√
−∆ and hence is diagonal
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in the basis {ϕj} of joint eigenfunctions of 〈A〉 and of Ut. Hence K is the diagonal
matrix with entries 〈Aϕk, ϕk〉 − ω(A). The condition is therefore equivalent to

(9.29) lim
E→∞

1

N(E)

∑
λj≤E

|〈Aϕk, ϕk〉 − ω(A)|2 = 0.

9.5.2. Heuristic proof of Theorem 9.7 (i). There is a simple picture of
eigenfunction states which makes Theorem 9.7 seem obvious. Justifying the picture
is more difficult than the formal proof below but the reader may find it illuminating
and convincing.

We introduce some language from quantum statistical mechanics and C∗ al-
gebras. By a state on Ψ0(M) (or more precisely, its norm completion) is meant a
bounded iinear functional ρ : Ψ0(M)→ R satisfying:

• ρ(I) = 1;
• ρ(A∗A) ≥ 0;

We further define the automorphisms αt : Ψ0 → Ψ0 by αt(A) = U−tAU t. A
state ρ is called an invariant state if ρ(αt(A)) = ρ(A). The set of invariant states
is denoted ER. It is a compact convex state. The Liouville state is denoted by
ω(A) = −

∫
σAdµL.

One may re-formulate the ergodicity ofGt as a property of the Liouville measure
dµL: ergodicity is equivalent to the statement dµL is an extreme point of the
compact convex setMI of Gt-invariant probability measures. Moreover, it implies
that the Liouville state ω on Ψ0(M) is an extreme point of the compact convex set
ER of invariant states for αt(A) = U−tAU t; see [Ru] for background. But the local
Weyl law says that ω is also the limit of the convex combination 1

N(E)

∑
λj≤E ρj .

An extreme point cannot be written as a convex combination of other states unless
all the states in the combination are equal to it. In our case, ω is only a limit
of convex combinations so it need not (and does not) equal each term. However,
almost all terms in the sequence must tend to ω, and that is equivalent to (i).

One could make this argument rigorous by considering whether Liouville mea-
sure is an exposed point of EI and MI . Namely, is there a linear functional Λ
which is equal to zero at ω and is < 0 everywhere else on EI? If so, the fact that

1
N(E)

∑
λj≤E Λ(ρj) → 0 implies that Λ(ρj) → 0 for a subsequence of density one.

For one gets an obvious contradiction if Λ(ρjk) ≤ −ε < 0 for some ε > 0 and a
subsequence of positive density. But then ρjk → ω since ω is the unique state with
Λ(ρ) = 0.

In [Je] it is proved that Liouville measure (or any ergodic measure) is exposed
in MI . It is stated in the following form: For any ergodic invariant probability
measure µ, there exists a continuous function f on S∗M so that µ is the unique
f -maximizing measure in the sense that

(9.30)

∫
fdµ = sup

{∫
f dm : m ∈MI

}
.

To complete the proof, one would need to show that the extreme point ω is exposed
in EI for the C∗-algebra defined by the norm-closure of Ψ0(M).
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9.5.3. Proof of Theorem 9.7. We now sketch the proof of Theorem 9.7 .
By time averaging, we have

(9.31)
∑
λj≤E

|〈Aϕk, ϕk〉 − ω(A)|2 =
∑
λj≤E

|〈〈A〉T − ω(A)ϕk, ϕk〉|2 .

We then apply the Schwartz inequality to get:

(9.32)

∑
λj≤E |〈(〈A〉T − ω(A))ϕk, ϕk〉|2 ≤ ∑

λj≤E〈(〈A〉T − ω(A))
2
ϕk, ϕk〉

= Tr (ΠE [〈A〉T − ω(A)]2ΠE)

=: ωE([〈A〉T − ω(A)]2).

Above, ΠE is the spectral projection for Ĥ corresponding to the interval [0, E].
By the local Weyl law, ωE → ω. Hence,

lim
E→∞

1

N(E)

∑
λj≤E

|〈Aϕk, ϕk〉 − ω(A)|2 ≤
∫
{H=1}

|〈σA〉T − ω(A)|2dµL.

As T → ∞ the right side approaches ϕ(0) by the L2 von Neumann mean ergodic
theorem. Since the left hand side is independent of T , this implies that

lim
E→∞

1

N(E)

∑
λj≤E

|〈Aϕk, ϕk〉 − ω(A)|2 = 0.

�

It is useful to note that the same result is true if F (x) = x2 is replaced by
any convex function. The generalization to convex functions is useful in obtaining
rates of quantum ergodicity [Z4, Schu1, Schu2, AR12]. The rates were used to
improve various results on nodal sets and Lp norms on balls of shrinking radius
r(λ) = 1

(log λ)γ for certain γ > 0 in [Han15, HeR2].

By time averaging, we have

(9.33)
∑
λj≤E

F (〈Aϕk, ϕk〉 − ω(A)) =
∑
λj≤E

F (〈〈A〉T − ω(A)ϕk, ϕk〉).

We then apply the Peierls–Bogoliubov inequality

n∑
j=1

F ((Bϕj , ϕj)) ≤ TrF (B)

with B = ΠE [〈A〉T − ω(A)]ΠE to get:

(9.34)
∑
λj≤E

F (〈〈A〉T − ω(A)ϕk, ϕk〉) ≤ TrF (ΠE [〈A〉T − ω(A)]ΠE).

Above, ΠE is the spectral projection for Ĥ corresponding to the interval [0, E].
By the Berezin inequality (if F (0) = 0):

1

N(E)
TrF (ΠE [〈A〉T − ω(A)]ΠE) ≤ 1

N(E)
Tr ΠEF ([〈A〉T − ω(A)])ΠE

= ωE(ϕ(〈A〉T − ω(A))).
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As long as F is smooth, F (〈A〉T − ω(A)) is a pseudodifferential operator of order
zero with principal symbol F (〈σA〉T − ω(A)). By the assumption that ωE → ω we
get

lim
E→∞

1

N(E)

∑
λj≤E

F (〈Aϕk, ϕk〉 − ω(A)) ≤
∫
{H=1}

F (〈σA〉T − ω(A))dµL.

As T → ∞ the right side approaches ϕ(0) by the dominated convergence theorem
and by Birkhoff’s ergodic theorem. Since the left hand side is independent of T ,
this implies that

lim
E→∞

1

N(E)

∑
λj≤E

F (〈Aϕk, ϕk〉 − ω(A)) = 0

for any smooth convex F on Spec(A) with F (0) = 0. �

9.5.4. Proof of Theorem 9.7. The proof is an application of Chebychev’s
inequality and a diagonal argument to the variance result of Theorem 9.6. The
variances can be taken over unit width intervals [λ, λ+ 1] using a slightly stronger
local Weyl law. We omit the proof.

First we show that for any A ∈ Ψ0(M) there is a density one subsequence
SA such that 〈Aϕj , ϕj〉 → ω(A). For fixed λ, we put a probability measure Pλ

on {j : λj ≤∈ [λ, λ + 1]} by 1
N(λ)

∑
j:λj∈[λ,λ+1] δλj . Denote the expected value

by Eλ and define the random variable Xλ on {j : λj ∈ [λ, λ + 1]} by Xλ(j) =
|〈Aϕj , ϕj〉 − ω(A)|2. Then,

EλXλ =
∑

j:λj∈[λλ+1]

|〈Aϕj , ϕj〉 − ω(A)|2 =: ε2(λ).

By the variance Theorem 9.6 , ε(λ)→ 0 as λ→∞. Let

Γ(λ) = {j : λj ∈ [λ, λ+1], |〈Aϕj , ϕj〉−ω(A)|2 ≥ ε(λ)}, Λ(λ) := {j : λj ≤ λ}\Γ(λ).

By Chebyshev’s inequality,

Pλ(Γλ) ≤ ε2(λ)

ε(λ)
= ε(λ).

Then,

Pλ(Λ(λ)) = 1− #Γ(λ)

N(λ)
≥ 1− ε(λ).

We then dissect R+ into intervals [N,N + 1] and let ΛN = Λ(λ) with λ = N . We
then define Λ∞ by Λ∞ ∩ [N,N + 1] = ΛN ∩ [N,N + 1].

The sets Γ(λ),Λ(λ) depend on A. We now use a diagonalization argument to
obtain a subsequence of density one which works for all A.

Since Ψ0(M) is separable, there exists a countable dense subset {Aj} of the
unit ball of Ψ0. For each j, let Sj ⊂ N be a density one subsequence SA such that
〈Aϕk, ϕk〉 → ω(A) (with k ∈ SA) for Aj . We may assume Sj ⊂ Sj+1. Then choose
Nj so that

1

N
#{k ∈ Sj : k ≤ N} ≥ 1− 2−j for N ≥ Nj .

Let S∞ be the subsequence defined by

S∞ ∩ [Nj , Nj+1] = Sj ∩ [Nj , Nj+1].
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Then S∞ is of density one and

lim
k→∞,k∈S∞

ρk(A) = ω(A)

for all A ∈ Ψ0, since it holds for the set {Aj} and since {Aj} is dense in the unit
ball.

9.5.5. Sketch of Proof of Theorem 9.7 (i) for general convex func-
tions. We now sketch the proof of (9.24). Let ΠE be the spectral projection
corresponding to the interval [0, E]. By time averaging, we have

(9.35)
∑
λj≤E

F (〈Aϕk, ϕk〉 − ω(A)) =
∑
λj≤E

F (〈〈A〉T − ω(A)ϕk, ϕk〉).

We then apply the Peierls–Bogoliubov inequality

(9.36)

n∑
j=1

F ((Bϕj , ϕj)) ≤ TrF (B)

with B = ΠE [〈A〉T − ω(A)]ΠE to get

(9.37)
∑
λj≤E

F (〈〈A〉T − ω(A)ϕk, ϕk〉) ≤ TrF (ΠE [〈A〉T − ω(A)]ΠE).

By the Berezin inequality (if F (0) = 0),

1

N(E)
TrF (ΠE [〈A〉T − ω(A)]ΠE) ≤ 1

N(E)
Tr ΠEF ([〈A〉T − ω(A)])ΠE(9.38)

= ωE(ϕ(〈A〉T − ω(A))).(9.39)

As long as F is smooth, F (〈A〉T − ω(A)) is a pseudodifferential operator of order
zero with principal symbol F (〈σA〉T − ω(A)). By the assumption that ωE → ω we
get

(9.40) lim
E→∞

1

N(E)

∑
λj≤E

F (〈Aϕk, ϕk〉 − ω(A)) ≤
∫
{H=1}

F (〈σA〉T − ω(A))dµL.

As T → ∞ the right side approaches ϕ(0) by the dominated convergence theorem
and by Birkhoff’s ergodic theorem. Since the left hand side is independent of T ,
this implies that

(9.41) lim
E→∞

1

N(E)

∑
λj≤E

F (〈Aϕk, ϕk〉 − ω(A)) = 0

for any smooth convex F on spec(A) with F (0) = 0, completing the proof.
This proof can only be used directly for scalar Laplacians on manifolds with-

out boundary, but it still works as a template in more involved situations. For
instance, on manifolds with boundary, conjugation by the wave group is not a true
automorphism of the observable algebra. In quantum ergodic restriction theorems,
the appropriate conjugation is an endomorphism but not an automorphism. When
∆ has continuous spectrum (as in finite area hyperbolic surfaces), one must adapt
the proof to states which are not L2-normalized [Z2].
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9.5.6. QUE in terms of time and space averages. The quantum unique
ergodicity problem (the term is due to Rudnick-Sarnak [RS]) is the following:

Problem 9.8. Suppose the geodesic flow Gt of (M, g) is ergodic on S∗M . Is
the operator K in the time-average

(9.42) 〈A〉 := lim
T→∞

〈A〉T = ω(A) +K

a compact operator? Equivalently is Q = {dµL}?
If K is compact, or equivalently Q = {dµL}, then

√
−∆ is said to be quan-

tum uniquely ergodic (QUE). Compactness of K implies that 〈Kϕk, ϕk〉 → 0,
hence 〈Aϕk, ϕk〉 → ω(A) along the entire sequence. Rudnick-Sarnak [RS] conjec-
tured that Laplacians of negatively curved manifolds are QUE, i.e., that for any
orthonormal basis of eigenfunctions, the Liouville measure is the only quantum
limit.

9.5.7. Converse QE. So far we have not mentioned Theorem 9.7 (ii). An
interesting open problem is the extent to which (ii) is actually necessary for the
equivalence to classical ergodicity.

Problem 9.9. Suppose that
√
−∆ is quantum ergodic in the sense that The-

orem 9.7 (i) holds. What are the properties of the geodesic flow Gt. Is it ergodic
(in the generic case)?

In the larger class of Schrödinger operators, there is a simple example of a
Hamiltonian system which is quantum ergodic but not classically ergodic, namely,
a Schrödinger operator with a symmetric double well potential W . That is, W
is a W shaped potential with two wells and a Z2 symmetry exchanging the wells.
The low energy levels consist of two connected components interchanged by the
symmetry, and hence the classical Hamiltonian flow is not ergodic. However, all

eigenfunctions of the Schrödinger operator− d2

dx2 +W are either even or odd and thus
have the same mass in both wells. It is easy to see that the quantum Hamiltonian
is quantum ergodic.

Recently, B. Gutkin [G] has given a two dimensional example of a domain
with boundary which is quantum ergodic but not classically ergodic and which is
a two dimensional analogue of a double well potential. The domain is a so-called
hippodrome (race-track) stadium. Similarly to the double well potential, there are
two invariant sets interchanged by a Z2 symmetry. They correspond to the two
orientations with which the race could occur. Hence the classical billiard flow on
the domain is not ergodic. After dividing by the Z2 symmetry the hippodrome has
ergodic billiards, hence by Theorem 9.7, the quotient domain is quantum ergodic.
But the The eigenfunctions are again either even or odd. Hence the hippodrome is
quantum ergodic but not classically ergodic.

Little is known about converse quantum ergodicity in the absence of symmetry.
It is known that if there exists an open set in S∗M filled by periodic orbits, then the
Laplacian cannot be quantum ergodic (see [MOZ] for recent results and references).
But it is not even known at this time whether KAM systems, which have Cantor-
like invariant sets of positive measure, are not quantum ergodic. It is known that
there exist a positive proportion of approximate eigenfunctions (quasimodes) which
localize on the invariant tori, but it has not been proved that a positive proportion
of actual eigenfunctions have this localization property.
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9.5.8. Quantum weak mixing. There are parallel results on quantizations
of weak-mixing geodesic flows. We recall that the geodesic flow of (M, g) is weak
mixing if the operator V t has purely continuous spectrum on the orthogonal com-
plement of the constant functions in L2(S∗M,dµL). The following is proved in
[Z2]:

Theorem 9.10. The geodesic flow Gt of (M, g) is weak mixing if and only if the
conditions (i) and (ii) of Theorem 9.7 hold and additionally, for any A ∈ Ψ0(M)
and any ε > 0, there exists δ > 0 such that

(9.43) lim sup
λ→∞

1

N(λ)

∑
j 6=k:λj ,λk≤λ
|λj−λk−τ |<δ

|(Aϕj , ϕk)|2 < ε for all τ ∈ R.

The restriction j 6= k is of course redundant unless τ = 0, in which case the
statement coincides with quantum ergodicity. This result follows from the general
asymptotic formula, valid for any compact Riemannian manifold (M, g), that

(9.44)
1

N(λ)

∑
i 6=j

λi,λj≤λ

|〈Aϕi, ϕj〉|2
∣∣∣∣ sinT (λi − λj − τ)

T (λi − λj − τ)

∣∣∣∣2

∼
∥∥∥∥∥ 1

2T

∫ T

−T
eitτVt(σA)

∥∥∥∥∥
2

2

−
∣∣∣∣ sinTτTτ

∣∣∣∣2 ω(A)2.

In the case of weak-mixing geodesic flows, the right hand side approaches 0 as
T →∞. As with diagonal sums, the sharper result is true where one averages over
the short intervals [λ, λ+ 1].

Theorem 9.10 is based on expressing the spectral measures of the geodesic flow
in terms of matrix elements. The main limit formula is

(9.45)

∫ τ+ε

τ−ε
dµσA := lim

λ→∞
1

N(λ)

∑
i,j:λj≤λ, |λi−λj−τ |<ε

|〈Aϕi, ϕj〉|2,

where dµσA is the spectral measure for the geodesic flow corresponding to the
principal symbol of A, σA ∈ C∞(S∗M,dµL). Recall that the spectral measure of
V t corresponding to f ∈ L2 is the measure dµf defined by

(9.46) 〈V tf, f〉L2(S∗M) =

∫
R
eitτ dµf (τ).

9.5.9. Evolution of Lagrangian states. In this section, we briefly review
results on evolution of Lagrangian states and coherent states. We follow in partic-
ular the article of R. Schubert [Sc3].

A simple Lagrangian or WKB state has the form ψ~(x) = a(~, x)e
i
~S(x) where

a(~, x) is a semi-classical symbol a ∼ ∑∞j=0 ~jaj(x). The phase S generates the

Lagrangian submanifold (x, dS(x)) ⊂ T ∗M .
It is proved in [Sc3, Theorem 1] that ifGt is Anosov and if Λ is transversal to the

stable foliation W s (except on a set of codimension one), then there exists C, τ > 0
so that for every smooth density on Λ and every smooth function a ∈ C∞(S∗M),
the Lagrangian state ψ with symbol σψ satisfies,

(9.47)

∣∣∣∣〈U tψ,AU tψ〉 − ∫
S∗M

σAdµL

∫
Λ

|σψ|2
∣∣∣∣ ≤ CheΓ|t| + ce−tτ .
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In order that the right side tends to zero in the joint limit ~ → 0, t → ∞, it is
necessary and sufficient that

(9.48) t ≤ 1− ε
Γ
| log ~|.

9.5.10. Open problems on quantum ergodicity. As a test of how much
is known about quantum ergodicity, we offer the following open problems. In each,
the motivating case is where the geodesic flow is ergodic or that the eigenfunctions
are ergodic.

(1) Suppose that ϕ2
jk
⇀ 1 in the weak* sense on C(M). Prove that ϕjk does

not tend to 1 in the strong sense. For instance show that lim infk→∞ ‖ϕ2
jk
−

1‖L1 > 0.
(2) Similarly show that lim infk→∞ ‖λ−2

jk
|∇ϕjk |2 − 1‖L1 > 0.

(3) Are the measures ϕ2
j uniformly integrable? Show that ‖ϕjk‖Lp → ∞ at

least along a density one subsequence for each p > 2.
(4) Does there exist δ > 0 so that ‖ϕjk‖L1 ≥ δ? This is false for Gaussian

beams but might occur in the ergodic case. Find a good lower bound.

(5) Is there a subsequence of density one so that
∫
E
ϕ2
jk
dV → |E|

|M | for every

Borel set? Here |E| is its Liouville measure. This is true by the Portman-
teau theorem if ∂E has Liouville measure zero. For each Borel set there
does exist a subsequence of density one with this property, but L∞ is not
separable and one cannot use a diagonalization argument to find a density
one subsequence.

(6) In weak* limit formulae one holds the set fixed. But for quantum ergodic
eigenfunctions one might expect the ‘mean values’ to dominate. Does
exist a constant C so that

(9.49)

∫
|ϕjk |≤C

fϕ2
jk
dV →

∫
M

f dV ?

Note that if c(λ)→∞ as λ→∞, then

(9.50)

∫
|ϕjk |≥c(λjk )

fϕ2
jk
dV → 0.

(7) Suppose that the eigenfunctions of ∆g are quantum ergodic in the sense
that diagonal matrix elements tend to their means. What can be con-
cluded about the dynamics of the geodesic flow?

9.6. Hassell’s scarring result for stadia

This section is an exposition of Hassell’s scarring result for the Bunimovich
stadium. We follow [Ha] and [Z1].

A stadium is a domain X = R ∪ W ⊂ R2 which is formed by a rectangle
R = [−α, α]x × [−β, β]y and where W = W−β ∪ Wβ are half-discs of radius β
attached at either end. We fix the height β = π/2 and let α = tβ with t ∈ [1, 2].
The resulting stadium of rectangular width tβ is denoted Xt.

It has long been suspected that there exist exceptional sequences of eigenfunc-
tions of X which have a singular concentration on the set of “bouncing ball” orbits
of R. These are the vertical orbits in the central rectangle that repeatedly bounce
orthogonally against the flat part of the boundary. The unit tangent vectors to
the orbits define an invariant Lagrangian submanifold with boundary Λ ⊂ S∗X.
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It is easy to construct approximate eigenfunctions which concentrate microlocally
on this Lagrangian submanifold. Namely, let χ(x) be a smooth cutoff supported in
the central rectangle and form vn = χ(x) sinny. Then for any pseudo-differential
operator A properly supported in X,

(9.51) 〈Avn, vn〉 →
∫

Λ

σAχdν

where dν is the unique normalized invariant measure on Λ.
Numerical studies suggested that there also existed genuine eigenfunctions with

the same limit. Recently, A. Hassell has proved this to be correct for almost all
stadia.

Theorem 9.11. Let Xt be the stadium of rectangular width tβ. Then the
Laplacian on Xt is not QUE for almost every t ∈ [1, 2].

We now sketch the proof and develop related ideas on quantum unique ergod-
icity. The main idea is that the existence of the scarring bouncing ball quasimodes
implies that either

• There exist actual modes with a similar scarring property; or
• The spectrum has exceptional clustering around the bouncing ball quasi-

eigenvalues n2.

Hassell then proves that the second alternative cannot occur for most stadia. We
now explain the ideas in more detail.

We first recall that a quasimode {ψk} is a sequence of L2-normalized functions
which solve

(9.52) ‖(∆− µ2
k)ψk‖L2 = O(1),

for a sequence of quasi-eigenvalues µ2
k. By the spectral theorem it follows that

there must exist true eigenvalues in the interval [µ2
k −K,µ2

k +K] for some K > 0.

Moreover, if Π̃[µ2
k−K,µ2

k+K] denotes the spectral projection for −∆ corresponding

to this interval, then

(9.53) ‖Π̃[µ2
k−K,µ2

k+K]ψk − ψk‖L2 = O(K−1).

To maintain consistency with our use of frequencies µk rather than energies µ2
k,

we rephrase this in terms of the projection Π[µ2
k−K,µ2

k+K] for
√
−∆ in the interval

[
√
µ2
k −K,

√
µ2
k +K]. For fixed K, this latter interval has width K

µk
.

Given a quasimode {ψk}, the question arises of how many true eigenfunctions
it takes to build the quasimode up to a small error.

Definition 9.12. We say that a quasimode {ψk} of order 0 with ‖ψk‖L2 = 1
has n(k) essential frequencies if

(9.54) ψk =

n(k)∑
j=1

ckjϕj + ηk, ‖ηk‖L2 = o(1).

To be a quasimode of order zero, the frequencies λj of the ϕj must come from

an interval [µk− K
µk
, µk+ K

µk
]. Hence the number of essential frequencies is bounded

above by the number n(k) ≤ N(k, Kk ) of eigenvalues in the interval. Weyl’s law

for
√
−∆ allows considerable clustering and only gives N(k, Kk ) = o(k) in the

case where periodic orbits have measure zero. For instance, the quasi-eigenvalue
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might be a true eigenvalue with multiplicity saturating the Weyl bound. But a
typical interval has a uniformly bounded number of ∆-eigenvalues in dimension 2 or
equivalently a frequency interval of with O( 1

µk
) has a uniformly bounded number of

frequencies. The dichotomy above reflects the dichotomy as to whether exceptional
clustering of eigenvalues occurs around the quasi-eigenvalues n2 of ∆ or whether
there is a uniform bound on N(k, δ).

Proposition 9.13. If there exists a quasimode {ψk} of order 0 for ∆ with the
properties:

• (i) n(k) ≤ C for all k;
• (ii) 〈Aψk, ψk〉 →

∫
S∗M

σAdµ where dµ 6= dµL,

then ∆ is not QUE.

The proof is based on the following lemma pertaining to near off-diagonal
Wigner distributions. It gives an “everywhere” version of the off-diagonal part
of Theorem 9.7 (ii).

Lemma 9.14. Suppose that Gt is ergodic and ∆ is QUE. Suppose that {(λir , λjr ), ir 6=
jr} is a sequence of pairs of eigenvalues of

√
−∆ such that λir−λjr → 0 as r →∞.

Then dWir,jr → 0.

Proof. Let {λi, λj} be any sequence of pairs with the gap λi− λj → 0. Then
by Egorov’s theorem, any weak* limit dν of the sequence {dWi,j} is a measure
invariant under the geodesic flow. The weak limit is defined by the property that

(9.55) 〈A∗Aϕi, ϕj〉 →
∫
S∗M

|σA|2 dν.

If the eigenfunctions are real, then dν is a real (signed) measure.
We now observe that any such weak* limit must be a constant multiple of

Liouville measure dµL. Indeed, we first have:

(9.56) |〈A∗Aϕi, ϕj〉| ≤ |〈A∗Aϕi, ϕi〉|1/2|〈A∗Aϕj , ϕj〉|1/2.

Taking the limit along the sequence of pairs, we obtain

(9.57)

∣∣∣∣∫
S∗M

|σA|2 dν
∣∣∣∣ ≤ ∫

S∗M

|σA|2 dµL.

It follows that dν � dµL (absolutely continuous). But dµL is an ergodic measure,
so if dν = fdµL is an invariant measure with f ∈ L1(dµL), then f is constant.
Thus,

(9.58) dν = CdµL for some constant C.

We now observe that C = 0 if ϕi ⊥ ϕj (i.e., if i 6= j). This follows if we
substitute A = I in (9.55), use orthogonality and apply (9.58). �

We now complete the proof of the proposition by arguing by contradiction. The
frequencies must come from a shrinking frequency interval, so the hypothesis of the
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Proposition is satisfied. If ∆ were QUE, we would have in the notation of (9.54):

〈Aψk, ψk〉 =

n(k)∑
i,j=1

ckjcki〈Aϕi, ϕj〉+ o(1)(9.59)

=

n(k)∑
j=1

c2kj〈Aϕj , ϕj〉+

n(k)∑
i 6=j=1

ckjcki〈Aϕi, ϕj〉+ o(1)(9.60)

=

∫
S∗M

σA dµL + o(1),(9.61)

by Proposition 9.14. This contradicts (ii). In the last line we used
∑n(k)
j=1 |ckj |2 =

1 + o(1), since ‖ψk‖L2 = 1. This completes the proof of Proposition 9.13.

9.6.1. Proof of Hassell’s scarring result. We apply and develop this rea-
soning in the case of the stadium. The quasi-eigenvalues of the Bunimovich stadium
corresponding to bouncing ball quasimodes are n2 independently of the diameter t
of the inner rectangle.

By the above, it suffices to show that that there exists a sequence nj → ∞
and a constant M (independent of j) so that there exist ≤ M eigenvalues of ∆ in
[n2
j −K,n2

j +K]. An somewhat different argument is given in [Ha] in this case: For

each nj there exists a normalized eigenfunction ukj so that 〈ukj , vkj 〉 ≥
√

3
4M. It

suffices to choose the eigenfunction with eigenvalue in the interval with the largest
component in the direction of vkj . There exists one since

(9.62) ‖Π̃[n2−K,n2+K]vn‖ ≥
3

4
.

The sequence {unk} cannot be Liouville distributed. Indeed, for any ε > 0, let
A be a self-adjoint semi-classical pseudo-differential operator properly supported
in the rectangle so that σA ≤ 1 and so that ‖(Id − A)vn‖ ≤ ε for large enough n.
Then

〈A2ukj , ukj 〉 = ‖Aukj‖2 ≥
∣∣〈Aukj , vkj 〉∣∣2

(9.63)

=
∣∣〈ukj , Avkj 〉∣∣2 ≥ (|〈ukj , vkj 〉| − ε)2 ≥ (√3

4
M − ε

)2

.(9.64)

Choose a sequence of operators A such that ‖(Id−A)vn| → 0 and so that the
support of σA shrinks to the set of bouncing ball covectors. Then the mass of any
quantum limit of {unk} must have mass ≥ 3

4M on Λ.
Thus, the main point is to eliminate the possibility of exceptional clustering

of eigenvalues around the quasi-eigenvalues. In fact, no reason is known why no
exceptional clustering should occur. Hassell’s idea is that it can however only
occur for a measure zero set of diameters of the inner rectangle. The proof is
based on Hadamard’s variational formula for the variation of Dirichlet or Neumann
eigenvalues under a variation of a domain. In the case at hand, the stadium is varied
by horizontally (but not vertically) expanding the inner rectangle. In the simplest
case of Dirichlet boundary conditions, the eigenvalues are forced to decrease as the
rectangle is expanded. The QUE hypothesis forces them to decrease at a uniform
rate. But then they can only rarely cluster at the fixed quasi-eigenvalues n2. If this
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ever happened, the cluster would move left of n2 and there would not be time for
a new cluster to arrive.

Here is a more detailed sketch. Under the variation of Xt with infinitesimal
variation vector field ρt, Hadamard’s variational formula in the case of Dirichlet
boundary conditions gives

(9.65)
dEj(t)

dt
=

∫
∂Xt

ρt(s)(∂nuj(t)(s))
2 ds,

where as above ρt is the variation of the boundary. Let ub denote the Cauchy data
of u: ub = u|∂Xt in the case of Neumann boundary conditions, resp. ub = ∂n|∂Xt
in the case of Dirichlet boundary conditions. Then

(9.66) E−1
j

d

dt
Ej(t) = −

∫
∂Xt

ρt(s)u
b
j(s)

2 ds.

Let A(t) be the area of St. By Weyl’s law, Ej(t) ∼ c j
A(t) . Since the area of Xt

grows linearly, we have on average Ėj ∼ −C Ej
A(t) . Theorem 9.7 gives the asymptotics

individually for almost all eigenvalues. Let

fj(t) =

∫
∂Xt

ρt(s)|ubj(t; s)|2 ds.

Then Ėj = −Ejfj . Then Theorem 9.7 implies that |ubj |2 → 1
A(t) weakly on the

boundary along a subsequence of density one. QUE is the hypothesis that this
occurs for the entire sequence, i.e.,

fj(t)→
k

A(t)
> 0, k :=

∫
∂St

ρt(s)ds.

Hence,

Ėj
E

= −kA(t)(1 + o(1)), j →∞.
Hence there is a lower bound to the velocity with which eigenvalues decrease as
A(t) increases. Eigenvalues can therefore not concentrate in the fixed quasimode
intervals [n2 −K,n2 + K] for all t. But then there are only a bounded number of
eigenvalues in this interval; so Proposition 9.13 implies QUE for the other Xt. A
more detailed analysis shows that QUE holds for almost all t.

9.7. Appendix on Duhamel’s formula

Suppose that S(t) is the solution operator for the initial value problem Wt +AW = 0,

U(0) = Φ

Then the solution of the inhomogeneous problem Wt +WU = F,

W (0) = Φ

is given by

(9.67) W (t) = S(t)Φ +

∫ t

0

S(t− s)F (s)ds.



9.7. APPENDIX ON DUHAMEL’S FORMULA 199

Now consider the inhomogeneous initial value problem for the wave equation:

(9.68)

{
utt −∆u = f(x, t),

u(x, 0) = ϕ(x), ut(x, 0) = ψ(x).

Proposition 9.15. In the case of R3, the solution is

u(x, t) =
1

4πt2

∫
∂B(x,t)

[ϕ(y) +∇ϕ(y) · (y − x) + tψ(y)] dS(y),(9.69)

+

∫ t

0

1

4π(t− s)

∫
∂B(x,t−s)

f(y, s) dS(y)ds.(9.70)

Proof. Convert this to a first order system:

(9.71)


(
u
v

)
t

=

(
0 I
∆ 0

)(
u
v

)
+

(
0
f

)
,(

u
v

)
t=0

=

(
ϕ
ψ

)
.

Let

W =

(
u
v

)
, A =

(
0 I
∆ 0

)
, F =

(
0
f

)
, Φ =

(
ϕ
ψ

)
.

Apply Duhamel’s formula to complete the proof. �
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CHAPTER 10

Lp norms

This is the first of several sections devoted to the growth as λ→∞ of Lp norms
of L2-normalized eigenfunctions

(10.1) −∆gϕλ(x) = λ2ϕλ(x), x ∈M.

As seen earlier, most estimates of eigenfunctions involve quadratic functionals such
as matrix elements 〈Aϕλ, ϕλ〉. The Lp norm

(10.2) ‖ϕλ‖Lp =

(∫
M

|ϕλ|p dV
) 1
p

of an L2-normalized eigenfunction is a more ‘nonlinear’ measure of its concentra-
tion. We are interested in both upper and lower bounds on Lp norms, in identifying
extremal sequences and in comparisons of extremals for different Riemannian man-
ifolds (M, g).

We denote eigenspaces by

(10.3) Vλ = {ϕ : ∆ϕ = −λ2ϕ},
and measure the upper growth rate of Lp norms by

(10.4) Lp(λ, g) = sup
ϕ∈Vλ : ‖ϕ‖L2=1

‖ϕ‖Lp .

Although there exist few if any results in the opposite extreme on “flat eigenfunc-
tions,” we could also consider

(10.5) `p(λ, g) = inf
ϕ∈Vλ : ‖ϕ‖L2=1

‖ϕ‖Lp .

Recall Π[0,λ] = Πλ is the spectral projection for
√
−∆ to the interval [0, λ] and

χλ := Π[λ,λ+1] is the projection for eigenvalues λj ∈ [λ, λ+ 1].
As mentioned in the introduction (for surfaces), C. Sogge [So1] has proved

universal bounds on Lp norms of eigenfunctions in the sense that they hold for any
compact Riemannian manifold (M, g) with O-bounds dependent only on g:

Theorem 10.1. For any compact Riemannian manifold (M, g) of dimension
n, we have

(10.6) sup
ϕ∈Vλ

‖ϕ‖Lp
‖ϕ‖L2

= O(λδ(p)), 2 ≤ p ≤ ∞,

where

(10.7) δ(p) =

n( 1
2 − 1

p )− 1
2 for 2(n+1)

n−1 := pn ≤ p ≤ ∞,
n−1

2 ( 1
2 − 1

p ) for 2 ≤ p ≤ 2(n+1)
n−1 .
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The growth of Lp norms thus has two ‘phases’ which meet at the critical index

pn = 2(n+1)
n−1 .

Definition 10.2. Given (M, g) we say that a subsequence {ϕjk} of L2-normalized

eigenfunctions is an extremal sequence if ‖ϕjk‖Lp = Ω(λ
δ(p)
jk

). We say that (M, g)
has maximal Lp eigenfunction growth if it possesses an extremal sequence.

Above, Ω is the lower bound symbol, i.e., f(λ) = Ω(g(λ)) if there exists a
constant C > 0 so that f(λjk) ≥ Cg(λjk) for some subsequence λjk . Since the
constant C is not specified, an extremal sequence is only extremal in terms of
order of magnitude in λjk . In some cases, there is a natural candidate for the
‘best constant’ C = Cg depending on g. As will be reviewed below, the extremal
(optimal) sequences which saturate the inequality have different shapes above and
below pn and at p = pn there exist a wide variety of extremal shapes.

Two problems motivate this section; only the first problem has been partially
solved.

Problem 10.3.
• Characterize (M, g) with maximal L∞ eigenfunction growth. The same

sequence of eigenfunctions should saturate all Lp norms with p ≥ pn :=
2(n+1)
n−1 .

• Characterize (M, g) with maximal Lp eigenfunction growth for 2 ≤ p ≤
2(n+1)
n−1 .

Although the problems seem well out of reach at present, we also mention two
related extremal problems:

• Characterize (M, g) possessing an orthonormal basis of eigenfunctions for
which ‖ϕj‖L1 ≥ C > 0. There are related extremal problems for maximal
vanishing order or for nodal volumes in balls. By Hölder’s inequality, an
upper bound on the L4 norm (say) gives a lower bound on the L1 norms,
since

(10.8) 1 = ‖ϕλ‖1/θL2 ≤ ‖ϕλ‖L1‖ϕλ‖
1
θ−1

Lp , θ =
p

p− 1

(1

2
− 1

p

)
=

(p− 2)

2(p− 1)
.

• Characterize (M, g) possessing an orthonormal basis of eigenfunctions
which are uniformly bounded in L∞ (or another Lp norm for p > 2).
It is an open problem to find geometric or dynamical conditions on (M, g)
so that it has an orthonormal basis of eigenfunctions, or even one or-
thonormal sequence of eigenfunctions, with uniformly bounded L∞ norms
(§10.12).

• It is also interesting to study minimizers of norms, and this problem arises
(more often in the holomorphic context) in the theory of Abrikosov lat-
tices. There are almost no results on `p(λ, g) or on flat eigenfunctions
except in the completely integrable case [TZ].

The main themes examined in this section are the following:

• There is a ‘phase transition’ at p = pn = 2(n+1)
n−1 . As a rough heuristic,

high Lp norms measure concentration around single points. Low Lp norms
measure concentration around larger sets such as closed geodesics.

• The Sogge bounds for p > 2(n+1)
n−1 are achieved by sequences of eigenfunc-

tions on the round sphere Sn. But they are rarely sharp on other (M, g)
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(§10.4). Extremal sequences for the functional Lp(λ, g) for p > 2(n+1)
n−1

resemble zonal spherical harmonics: they blow up at a ‘pole’ with the
property that geodesics from the pole return to the pole.

• For p < 2(n+1)
n−1 , the known extremal sequences resembles a highest weight

spherical harmonic – a Gaussian beam along a stable elliptic geodesic. It
is a conjecture that all extremal sequences are of this kind.

One may pose the same problems for restrictions of eigenfunctions to hyper-
surfaces or closed geodesics. It is revealing to determine the structure of extremals
for the various Lp inequalities.

10.1. Discrete Restriction theorems

The Lp bounds on eigenfunctions are applications of ‘discrete L2 restriction
theorems,’ which are discussed in detail in [So2, §5.1]. We briefly review discrete
restriction theorems, both in the classical setting of Euclidean harmonic analysis on
Rn or Tn and on general Riemannian manifolds. Let Π[0,λ] denote the orthogonal
projection onto the span of eigenfunctions ϕj with λj ≤ λ. Also let Let Π[λ,λ+1]

denote the orthogonal projection onto the span of eigenfunctions ϕj with λ ≤ λj ≤
λ+ 1. A stronger result than (10.1), due to Sogge, is the following.

Theorem 10.4. Let (M, g) be a compact Riemannian manifold of dimension
n and let f ∈ Lp(M). Let δ(p) be as in (10.7). Then

(10.9) ‖Π[0,λ]f‖L2(M) ≤

Cλ
δ(p)‖f‖p for 1 ≤ p ≤ 2(n+1)

n+3 ,

Cλ
(n−1)(2−p)

4p for 2(n+1)
n+3 ≤ p ≤ 2.

Dually,

(10.10) ‖Π[λ,λ+1]f‖Lq(M) ≤

Cλ
δ(q)‖f‖2 for 2(n+1)

n−1 ≤ q <∞,

Cλ
(n−1)(2−q′)

4q′ for 2 ≤ q ≤ 2(n+1)
n−1 .

The bounds (10.1) of course follow from the special case f = ϕλ.

As mentioned above, the estimates for p > pn = 2(n+1)
n−1 are sharp for the

standard round metric on Sn and also for ‘surfaces of revolution,’ but as we discuss
below, they are rarely sharp in the general setting of Riemannian manifolds (M, g).
In particular the estimates are far from sharp on a flat torus or on Euclidean Rn.

In the case of Rn, the Stein-Tomas theorem [Tom] says that if f ∈ Lp(Rn)
with 1 ≤ p ≤ 2n+2

n+3 , then

(10.11) ‖f̂ |Sn−1‖L2(Sn−1) ≤ Cp,n‖f‖Lp(Rn).

The spectrum of ∆Rn on Rn is continuous and f̂(ξ) = 〈f, eξ〉 where eξ = e2πi〈x,ξ〉. So
this restriction theorem is a special case of the problem of estimating

∑
j |〈f, ϕj〉|2

for λj in a very short window. Eigenspaces for ∆Rn are infinite dimensional, so
the restriction to a single eigenspace {|ξ|2 = 1} is an interesting problem. A dual
‘extension’ problem (by the Plancherel theorem) is to study norms of Fourier trans-
forms µ̂(ξ) =

∫
Sn−1 e

−2πi〈x,ξ〉dµ(ξ) of measures µ supported on Sn−1, for instance
measures dµ = Fdσ where dσ is the standard volume form and F ∈ Lp. The
extension estimate has the form

(10.12) ‖(̂Fdσ)‖Lp′ ≤ C‖F‖Lq′ (Sn−1).
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See [Tao] for a survey.
In the case of the flat torus Rn/Zn, there are many studies of Lp norms of the

eigenfunctions

(10.13) ϕN,a(x) :=
∑

k∈Sn−1(N)∩Zn
ake

2πi〈k,x〉

of eigenvalue N2 in terms of ‖ϕa‖L2 = ‖a‖`2 . Here, Sn−1(N) is the sphere of radius
N ∈ Z+. The restriction conjecture is that, for p > pn := 2n

n−2 ,

(10.14) ‖ϕN,a||Lp(Tn) ≤ CεN
n−2

2 −np+ε‖a‖`2
and that for 2 ≤ p < pn,

(10.15) ‖ϕN,a‖Lp(Tn) ≤ CεNε‖a‖`2 .
This discrete (lattice) restriction theorem has been studied intensively since [B2].
For recent results we refer to [BD]. These results of course make fundamental use
of the properties of the exponentials e2πi〈k,x〉. The discrete lattice point restriction
theorem could be stated for more general quantum integrable systems besides the
flat torus, but the joint eigenfunctions do not satisfy the same bounds and one
would not expect the same estimates.

10.2. Random spherical harmonics and extremal spherical harmonics

In this section we compute critical Lp norms of extremal spherical harmonics
to verify that they are extremal.

10.2.1. Zonal spherical harmonics. The zonal spherical harmonic with

pole at w is the L2-normalized spectral projections kernels Zw(z) = ΠN (z,w)√
ΠN (w,w)

.When

z = w, Zw(w) =
√

ΠN (w,w). Note that ΠN (w,w) is constant on Sn with value

equal to dimVN
Vol(Sn) where VN is the space of spherical harmonics of degree N and

ΠN : L2(Sn) → VN is the orthogonal projection. Since dimVN ' Nn−1, one has

‖ΦwN‖L∞ ' CN
n−1

2 .

10.2.2. Highest weight spherical harmonics on Sn saturate the Lp

norm bounds for p ≤ pn. Let us prove that for n = 2 (and pn = 6), the sequence

of L2-normalized highest weight spherical harmonics has L6 norm growing like k
1
6 .

We first have to L2- normalize the highest weight spherical harmonics (x+iy)k.
We claim that ‖(x+iy)k‖L2(S2) ∼ k−1/4. This is most easily proved using Gaussian
integrals:


∫
R3

(x2 + y2)ke−(x2+y2+z2) dxdydz = ‖(x+ iy)k‖2L2(S2)

∫ ∞
0

r2ke−r
2

r2 dr∫
R3

(x2 + y2)ke−(x2+y2+z2) dxdydz =

∫
R2

(x2 + y2)ke−(x2+y2) =

∫ ∞
0

r2ke−r
2

r dr

(10.16)

=⇒ ‖(x+ iy)k‖2L2(S2) =
Γ(k + 1)

Γ(k + 3
2 )
∼ k−1/2.

(10.17)
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Thus, the L2 normalized highest weight harmonic is essentially k1/4(x + iy)k. It
achieves its L∞ norm at (1, 0, 0) where it has size k1/4.

Next we show that it is an extremal for Lp for 2 ≤ p ≤ 6. We calculate the L6

norm again by Gaussian integrals:


∫
R3

(x2 + y2)3ke−(x2+y2+z2) dxdydz = ‖(x+ iy)k‖6L6(S2)

∫ ∞
0

r6ke−r
2

r2 dr∫
R3

(x2 + y2)3ke−(x2+y2+z2) dxdydz =

∫
R2

(x2 + y2)3ke−(x2+y2) dxdy =

∫ ∞
0

r6ke−r
2

r dr

(10.18)

=⇒ ‖(x+ iy)k‖6L6(S2) =
Γ(6k + 1)

Γ(6k + 3
2 )
∼ k−1/2.

(10.19)

Hence, the L6 norm of k1/4(x+ iy)k is of order

(10.20) k1/4k−1/12 = k1/6.

Since λk ∼ k2 and δ(6) = 1
6 in dimension 2, we see that it is an extremal.

Remark 10.5. If we pick a ‘random spherical harmonic’ of degree k from the
unit sphere in L2 ∩ Hk, then the average value of the L∞ norm is ∼ √log k and
the average of the other Lp norms are bounded as k → ∞. See [CH] for a proof
(related to one in [FZ] in the complex domain). Thus, random spherical harmonics
are rather flat but do have peaks of order

√
log k. It is not known if there exists an

orthonormal basis of spherical harmonics with uniformly bounded L∞ norms.

10.3. Sketch of proof of the Sogge Lp estimates

We sketch the proof of the Sogge estimates following [So2]. The estimates are

proved by interpolation from three estimates: p = 2,∞, 2(n+1)
n−1 (for n 6= 1). The L2

estimate is of course trivial. The L∞ estimate already followed from the pointwise
local Weyl law with remainder estimated by the Fourier Tauberian method. Thus

the key point is to prove an L2 → L
2(n+1)
n−1 mapping norm estimate on the spectral

projections χλ := Π[λ,λ+1]. To obtain L2 → Lp mapping norms of oscillatory inte-

gral operators which are bounded on L2 → L2, it suffices by the Riesz interpolation
theorem to prove the case for ♣Note that p∗n < 2. The constant δ(p∗n) has not been
defined for such p∗n.

(10.21) p∗n =
2(n+ 1)

n+ 3
the dual exponent to pn =

2n+ 2

n− 1
.

Thus, the key point is to prove that

(10.22) ‖Π[λ,λ+1]f‖Lpn ≤ C(1 + λ)
n−1
2n+2 ‖f‖L2 ,

or equivalently,

(10.23) ‖Π[λ,λ+1]f‖L2 ≤ C(1 + λ)δ(p
∗
n)‖f‖p∗n , δ(p) = n|1

p
− 1

2
| − 1

2
.

♣
We only sketch the proof when f = ϕλ is an eigenfunction. In this case, the

proof involves wave equation techniques. Instead of using a spectral projections
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kernel, which reproduces all eigenfunctions in a spectral interval, we use a “designer
reproducing kernel Kλ” for ϕλ.

We introduce a cutoff ρ̂ ∈ C∞0 (R) satisfying ρ(0) =
∫
ρ̂ dt = 1 and define the

operator

(10.24) ρ(λ−
√
−∆) : L2(M)→ L2(M)

by

(10.25) ρ(λ−
√
−∆)f =

∫
R
ρ̂(t)eitλe−it

√
−∆f dt.

Then (10.24) is a function of ∆ and has ϕλ as an eigenfunction with eigenvalue
ρ(λ − λ) = ρ(0) = 1. It has the reproducing property ρ(λ −

√
−∆)ϕλ = ϕλ.

We choose ρ further so that ρ̂(t) = 0 for t /∈ [ε/2, ε]. The operator (10.24) is a
semi-classical Fourier integral operator Tλ whose kernel is of the form

(10.26) Kλ(x, y) = λ
n−1

2 aλ(x, y)eiλr(x,y),

where aλ(x, y) is bounded with bounded derivatives in (x, y) and where r(x, y)
is the Riemannian distance between points. Using a TT ∗ argument the estimate
(10.22) is equivalent to

(10.27) ‖TλT ∗λg‖Lpn ≤ Cλ−
n(n−1)
n+1 ‖f‖Lp∗n .

Except for the pre-factor λ
n−1

2 , the oscillatory integral operator (10.26) is a
semi-classical Fourier integral operator

(10.28) Tλf(x) =

∫
Rn
eiλψ(x,y)a(x, y)f(y) dy,

where a ∈ C∞0 (Rn × Rn). The mapping norms of such operators on Lp have
been studied by Carleson-Sjolin, Hörmander [Hor1], Stein [St, St], Sogge [So2],
Bourgain [B1] and others. The simplest case occurs for non-degenerate phases like
ψ(x, y) = 〈x, y〉 for which det ∂2ψ/∂x∂y 6= 0. In this case then ‖Tλ‖Lp→Lp∗ ≤ λ−n/p
by an extension of the Hausdorff-Young inequality [Hor1].

However, the phase of (10.26) is degenerate in the sense that x → ∇r(x, y)
locally maps an n-dimensional ball to the surface of a sphere. Thus, r(x, y) satisfies
the homogeneous Monge-Ampere equation det ∂2

x,yr(x, y) = 0. However, it is still
quite non-degenerate in that the gradient map has rank n − 1 and its image is a
positively curved hypersurface. In the terminology of [So2, §2.2], Tλ with kernel
(10.26) is said to satisfy the n × n Carleson-Sjolin condition, namely that the the
projections of the critical set

(10.29) Cψ = {(x, ϕ′x, y,−ϕ′y)} ⊂ T ∗(Rn × T ∗Rn)

to T ∗Rn have rank 2n− 1 and the maps

(10.30) Cψ → Sx = {(x, ϕ′x} ⊂ T ∗Rn, Cψ → Sy = {(y,−ϕ′y} ⊂ T ∗Rn

are immersions to hypersurfaces of positive Gaussian curvature. Corollary 2.2.3 of
[So2] says that for a ∈ C∞0 (Rn × Rn), and for such n× n Carleson-Sjolin phases,

(10.31)

∥∥∥∥∫
Rn
eiλψ(x,y)a(x, y)f(y) dy

∥∥∥∥
L

2n+2
n−1 (Rn)

≤ λ−
n(n−1)
2(n+1)

‖f‖L2(Rn) .

The representation is local and the estimate holds on manifolds.
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The original Carleson-Sjolin oscillatory integral operators in [So2, §2.2] have
the form

(10.32) Tλf(x) =

∫
Rn−1

eiλϕ(z,y)a(z, y)f(y) dy, (z, y) ∈ Rn × Rn−1

with a ∈ C∞0 (Rn × Rn−1) and where for fixed z, the projection of the critical set

(10.33) T ∗(Rn × T ∗Rn−1) ⊃ Cϕ = {(z, ϕ′z, y,−ϕ′y)} → Sz = {(z, ϕ′z} ⊂ T ∗Rn

is a hypersurface of positive Gaussian curvature. Equivalently, the map y →
ϕ′z(z0, y) from Rn−1 → Rn gives a local embedding as a positively curved hyper-
surface for each z0. For operators satisfying these conditions, [So2, (2.2.9)] asserts
that

(10.34) ‖Tλf‖
L

2n+2
n−1 (Rn)

≤ Cλ−
n(n−1)
2n+2 ‖f‖L2(Rn−1),

and by (2.2.10) (loc.cit.) this is equivalent to (10.27).
A few words on the proof of (10.27) and (10.34). The estimate (10.31) for

n × n Carleson-Sjolin integral operators follows from the estimate (10.34). One
introduces coordinates y = (u, t) so that for fixed t the phase satisfies the Carleson-
Sjolin condition and applies (10.34) together with standard estimates (see the proof
of [So2, Corollary 2.2.3]). Regarding the proof of (10.34), since the rank of the
Hessian of r(x, y) is n − 1, the idea is to split off a t variable so that the mixed
Hessian is non-degenerate in the remaining (x, y) variables. One then defines the
operators

Tλt f(x) =

∫
Rn−1

eiλϕ(t,x,y)a(t, x, y) dy.

The proof of (10.34) uses the 1-dimensional Hardy-Littlewood-Sobolev inequality
to reduce the estimate to

(10.35) ‖Tλt Tλ∗t′ f‖Lpn (Rn−1) ≤ C|t− t′|1−( 1
p∗n
− 1
pn

)
λ−

n(n−1)
n+1 ‖f‖Lp∗n (Rn−1).

This is [So2, (2.2.10’)]. But this follows by interpolation between L2 → L2 and
L1 → L∞ mapping norm estimates. Of these, only the second is difficult. It uses
the curvature hypothesis to prove that the Schwartz kernel of Tλt T

λ∗
t′ satisfies

|Kλ
t,t′(x, x

′)| ≤ C (λ|(x, t)− (x′, t′)|)−
n−1

2 .

This implies that

‖Tλt Tλ∗t′ f‖L∞(Rn−1) ≤ Cλ−
n−1

2 |t− t′|−n−1
2 ‖f‖L1(Rn−1).

This implies (10.35); for the details we refer again to [So2].

10.4. Maximal eigenfunction growth

The bounds of Theorem 10.1 are achieved by special sequences of eigenfunctions
(spherical harmonics) on the standard Sn. However, it is rare that a Riemannian
manifold possesses any sequence of eigenfunctions achieving these bounds. In this
section, we give geometric conditions on (M, g) which are necessary for the universal
L∞ bound or the Sogge Lp bounds for p > pn to be achieved. Thus we are concerned
with a special case of extremal sequences in Definition 10.2.
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Definition 10.6. We say that (M, g) has maximal Lp eigenfunction growth
if it possesses a subsequence of eigenfunctions ϕλjk which saturates the Lp bound.

When p =∞ (so that ‖ϕλjk ‖L∞ ≥ C0λ
(n−1)/2
jk

for some C0 > 0 depending only on

(M, g)) we say that it has maximal sup norm growth.

The condition that (M, g) does not have maximal sup norm growth is that

(10.36) ‖ϕλ‖L∞(M) = o(λ
n−1

2 ).

There is a stronger condition on the L2 → L∞ norm of projection operators onto
shrinking spectral bounds, i.e.,

(10.37)
∥∥χ[λ,λ+o(1)]

∥∥
L2(M)→L∞(M)

= o(λ
n−1

2 ).

By this we mean that, given ε > 0, we can find a δ(ε) > 0 and Λε <∞ so that

(10.38)
∥∥χ[λ,λ+δ(ε)]f‖L∞(M) ≤ ελ

n−1
2 ‖f‖L2(M). λ ≥ Λε.

In a series of articles [SoZ1, SoTZ, SoZ2], ever more stringent characteriza-
tions are given of (M, g) with maximal eigenfunction growth. In [SoZ1], it was
shown that (M, g) of maximal Lp eigenfunction growth for p ≥ pn have self-focal
points. (They were also called blow-down points). The main purpose of this section
is to give an exposition of the proof in [SoZ3, SoZ4] that (M, g) of maximal sup
norm growth must possess self-focal points, and that when g is analytic the first
return map must preserve an invariant L1 measure. When dimM = 2 it must
possess a pole through which all the geodesics are closed.

The proof is somewhat different from that in [SoZ3, SoZ4] and we go further
into the geometry of loops. Several purely geometric problems are raised on the
possible structure of loops at a point p of a Riemannian manifold (M, g) with
dimM ≥ 3. Solution of these problems would lead to stronger characterizations of
manifolds of maximal eigenfunction ‘.

10.4.1. Geometric and dynamical notions. Given x ∈ M , we let Lx de-
note the set of loop directions at x:

(10.39) Lx = {ξ ∈ S∗xM : there exists T such that expx Tξ = x}.
We let Tx : S∗xM → R+ ∪ {∞} denote the return time function to x:

(10.40) Tx(ξ) =

{
inf{t > 0: expx tξ = x} if ξ ∈ Lx,
+∞ if no such t exists.

We then define the first return map by

(10.41) Φx = GTxx : Lx → S∗xM,

where Gt is the homogeneous geodesic flow (the Hamilton flow of |ξ|x). We also
define T (k)(ξ) to be the time of kth return for directions which loop back at least
k times.

Definition 10.7. We call a point p a self-focal point or blow-down point if all
geodesics leaving p loop back to p at a common time T , i.e., expp Tξ = p. (They
do not have to be closed geodesics.) We call a point p a partial self-focal point if
there exists a positive measure in S∗xM of directions ξ which loop back to p.
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Self-focal points come in two basic kinds, depending on the first return map
Φx. We say that x is a pole if

Φx = Idx : S∗xM → S∗xM.

Equivalently, the set CLx of smoothly closed geodesics based at x is all of S∗xM .
The poles of a surface of revolution are self-focal and all geodesics close up

smoothly (i.e. are closed geodesics). The umbilic points of an ellipsoid are self-focal
but only two directions give smoothly closed geodesics (one up to time reversal).
There are topological restrictions on manifolds possessing a self-focal point. In
[Bes] a manifold with such a point is denoted a F x0

` (or Y x0

` -)-manifold; if ` is
the least common return time for all loops it is denoted by Lx0

` . If (M, g) has a
focal point x0 from which all geodesics are simple (non-intersecting) loops, then
the integral cohomology ring H∗(M,Z) is generated by one element [Nak]. For an
F x0

` manifold, H∗(M,Q) has a single generator [Bes, Theorem 4]. Most results on
manifolds with self-focal points consider only the special case of Zoll metrics; see
[Bes] for classic results.

Lemma 10.8. Assume that (M, g) is real analytic and that x is a self-focal
point. Then the map Φx : S∗xM → S∗xM is a real analytic orientation preserving
diffeomorphism of S∗xM which is conjugate to its inverse.

Proof. Φx is the restriction to S∗xM of a real analytic diffeomorphism GT (x)

of S∗M . Hence it is a real analytic diffeomorphism.
Now let τ(x, ξ) = (x,−ξ) be the time reversal map on S∗M . Then on all of

S∗M , we have τGtτ = G−t. To see this, let ΞH be the Hamilton vector field of
H(x, ξ) = |ξ|g. Then H ◦ τ = H, i.e. H is time reversal invariant. We claim that
τ∗ΞH = −ΞH . Written in Darboux coordinates,

ΞH =
∑
j

∂H

∂ξj

∂

∂xj
− ∂H

∂xj

∂

∂ξj
.

If we let (x, ξ) → (x,−ξ) and use invariance of the Hamiltonian we see that the
vector field changes sign.

Now, G−t is the Hamilton flow of −ΞH and that is τ∗ΞH . But the Hamilton
flow of the latter is τGtτ . Since S∗xM is invariant under τ , so we just restrict the
identity τGtτ = G−t to S∗xM to see that Φx is conjugate to its inverse. �

10.4.2. The Lagrangian submanifold Λx at a self-focal point. Associ-
ated to a self-focal point x is the flowout manifold

(10.42) Λx =
⋃

0≤t≤`
GtS∗xM,
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where ` is the minimal common return time. It is an immersed Lagrangian sub-
manifold of S∗M whose projection

(10.43) π : Λx →M.

has a “blow-down singularity” at t = 0, `. For this reason self-focal points were
called blow-down points in [SoTZ]. We may view Λx0

as the embedding of the
mapping cylinder Cx of Φx, i.e., as

(10.44) Cx = S∗xM × [0, `]/ ∼ where (ξ, `) ∼ (Φ`(x, ξ), 0).

It is easily seen that the map

ιx(ξ, t) = Gt(x, ξ) : Cx → Λx ⊂ S∗xM
is a Lagrange immersion whose image is Λx ⊂ S∗xM . If ` is the minimal period
of all loops (i.e., if there are no exceptionally short loops) then ιz|S∗z×(0,`) is an
embedding [SoTZ].

It is helpful to keep in mind the following general theorem of Serre (see [NR]
for quantitative results and background):

Theorem 10.9. Let x, y be two (not necessarily distinct) points of a Riemann-
ian manifold (M, g). Then there exist infinitely many geodesics between x and y.

Corollary 10.10. Let π : T ∗M → M be the natural projection. If x is a
self-focal point, then π : Λx →M is surjective.

Thus,

M = Λx/ ∼ where Gt(x, ξ) ∼ Gs(x, η) ⇐⇒ expx tξ = expx sη.

For instance, on a surface of revolution where the distance between the two poles
{x, expx Tξ} is T , expx Tξ = expx Tη for all ξ, η ∈ S∗xM and π is the standard map
from T 2 → S2 which blows down two circles to the two poles, and is a double cover
everywhere else. Since Λx ' S1×Sn−1, existence of Λx puts topological restrictions
on M [Bes].

The singularities of (10.43) have been studied in model cases in a variety of
articles. For small values of t, the projection of GtS∗m is a distance sphere St(x)
centered at x. As it evolves by its outward unit normal field, it develops singularities
at the focal points to x. The blow-down singularities of a surface of revolution are
very non-generic. Cusp singularities develop generically as a distance circle evolves
by its normals in two dimensions.

10.4.3. Perron-Frobenius operators. In this section we consider ergodic
properties of the first return map Φx. Recall that µx = |dω| denotes the sur-
face area measure on S∗xM induced by the metric gx on T ∗M . We associate to
the first return map (10.41) at a self-focal point the Perron-Frobenius operator
Ux : L2(S∗xM, |dω|)→ L2(S∗xM, |dω|) by setting (cf. [Saf, SaV])

(10.45) Uxf(ξ) = f(Φx(ξ))
√
Jx(ξ), f ∈ L2(S∗xM, |dω|),

where Jx(ξ) denotes the Jacobian of the first return map, i.e., Φ∗x|dω| = Jx(ξ)|dω|..
Clearly Ux is a unitary operator and

(10.46) Φ∗x(f dµx) = Ux(f) dµx.
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Also define

(10.47) Ux(λ)f(ξ) = eiλTx(ξ)Uxf(ξ).

Definition 10.11. We say that a self-focal point x0 ∈M is

• dissipative if Ux has no invariant function f ∈ L2(S∗xM). Equivalently, Φ`
has no invariant measure absolutely continuous with respect to dµx and
whose density lies in L2.

• is a σ0 point if Ux0
has a non-zero invariant L2 function. As discussed

in [D], it is equivalent that there exists a finite Φx0
-invariant measure on

S∗x0
M .

• is a dissipative point if, in the Hopf decomposition of Φx0 or Ux0 , the set
of conservative points has measure zero. In this case, the spectrum of Ux0

is absolutely continuous; hence a dissipative point is never a σ0 point.

The dissipative condition is a spectral condition on Ux. If Ux has any L2

eigenfunction g then Uxg = eiθg form some eiθ ∈ L2 and then Ux|g| = |Uxg| = |g|.
Hence the dissipative condition is the condition that the spectrum of Ux is purely
continuous. For this reason, one might prefer the term ‘weak mixing’; but that
might create the wrong impression that Φ` is weak mixing with respect to some
given invariant measure. The term ‘dissipative’ refers to the Hopf decomposition
of Φ` on S∗xM into conservative and dissipative parts [Kl].

Definition 10.12. Let (X,µ) be a measure space and let T : L1(X)→ L1(X)
be a positive contraction, i.e., f ≥ 0 implies Tf ≥ 0 and ‖f‖ ≤ ‖f‖. Let u ∈ L1(X)
satisfy u(x) > 0 a.e. Then X = C ∪D where

(10.48) C =

{
x :

∞∑
n=0

T ku(x) =∞
}
, D =

{
x :

∞∑
n=0

T ku(x) <∞
}
.

T is called completely dissipative if C = ∅.

In the case of a triaxial ellipsoid E ⊂ R3, the first return map Φx is a totally
dissipative expanding map of the circle with two fixed points, one a source and one
a sink. It has invariant δ-measures at the fixed points and an infinite locally L1

invariant measure on each component of the complement.
In the case of C∞ metrics, we can only prove existence of a partial blow-down

point. In this case we define (as in [Saf, SaV]) the positive partially unitary
operator (the Perron-Frobenius operator, compare (10.45))
(10.49)

Ux : L2(Lx, |dω|)→ L2(S∗x, |dω|), Uxf(ξ) =

{
f((Φx)(ξ))

√
Jx(ξ), ξ ∈ Lx,

0, ξ /∈ Lx.

Here, as above, Jx is the Jacobian of the map Φx. We have

kerUx = {f ∈ L2(S∗xM) : supp f ∩ Φx(Lx) = ∅},(10.50)

ImageUx = {f ∈ L2(S∗xM) : supp f ⊂ Lx}.(10.51)

Note that Ux (10.45) is a positive contraction and Ux(λ) (10.47) is a contraction
which is not positive. The following Proposition exemplifies the difference between
a conservative and dissipative first return map.
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Proposition 10.13. Suppose that Φx is completely dissipative. Let Ux(λ) be
as defined in (10.47) and let f ≡ 1. Then

F (λ, x) :=

∫
Lx

∞∑
k=1

Ux(λ)k1 |dξ|

is uniformly continuous in λ.

Proof. By definition of ‘dissipative’ (Definition 10.12), the sum is absolutely
convergent. We want to show that for all δ there exists ε such that |F (λ + ε) −
F (λ)| ≤ δ for any λ. The difference is∑

k∈Z\0

∫
Lx

(
1− eiε

∑k
j=1 Tx(Φjxξ)

)
eiλ

∑k
j=1 Tx(Φjxξ)Ukx1 dξ

and it is obviously bounded by∑
k∈Z\0

∫
Lx

∣∣∣1− eiε∑k
j=1 Tx(Φjxξ)

∣∣∣ |Ux(λ)k1| dξ.

Since there is a positive minimal first return time T0 we have
∑k
j=1 Tx(Φjxξ) ≥

kT0. Since |1− eiεk| < δ if |k| ≤ δ
ε the latter sum is bounded for any ε > 0 by

(10.52)

δ
∑
06=k
|k|≤ δε

∣∣∣∣∫
Lx
Ux(λ)k1

∣∣∣∣ dξ +
∑
|k|≥ δε

∣∣∣∣∫
Lx
Ux(λ)k1

∣∣∣∣ dξ ≤ Cδ +
∑
06=k
|k|≥ δε

∣∣∣∣∫
Lx
Ux(λ)k1

∣∣∣∣ dξ.
Given δ we now choose ε so that∑

|k|≥ δε

∣∣∣∣∫
Lx
Ux(λ)k1

∣∣∣∣ dξ ≤ Cδ,
which is clearly possible since the left side tends to zero as ε→ 0. �

10.4.4. Statement of results. Recall Definition 10.6 of maximal eigenfunc-
tion growth. In [SoZ1] the following is proved:

Theorem 10.14. Suppose (M, g) is a C∞ Riemannian manifold with maximal
eigenfunction sup-norm growth. Then there must exist a point x ∈M for which the
loopset Lx at x has positive measure in S∗xM in S∗M .

The theorem, as well as the results of [SoZ1, SoTZ], are proved by studying
the remainder term R(λ, x) in the pointwise Weyl law,

(10.53) N(λ, x) =
∑

j : λj≤λ
|ϕj(x)|2 = Cmλ

m +R(λ, x).

The first term NW (λ) = Cmλ
m is called the Weyl term. It is classical that the

remainder is of one lower order, R(λ, x) = O(λm−1).
The relevance of the remainder to maximal eigenfunction growth is through

the following well-known Lemma (see e.g. [SoZ1]):

Lemma 10.15. Fix x ∈M . If λ ∈ spec(
√
−∆), then

(10.54) sup
ϕ∈Vλ

|ϕ(x)|
‖ϕ‖2

=
√
R(λ, x)−R(λ− 0, x).
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Here, for a right continuous function f(x) we denote by f(x + 0) − f(x − 0) the
jump of f at x.

Thus, Theorem 10.14 follows from:

Theorem 10.16. Let R(λ, x) denote the remainder for the local Weyl law at
x. Then

(10.55) R(λ, x) = o(λn−1) if |Lx| = 0.

Additionally, if |Lx| = 0, then given ε > 0, there is a neighborhood N of x and a
Λ <∞, both depending on ε so that

(10.56) |R(λ, y)| ≤ ελn−1, y ∈ N , λ ≥ Λ.

Theorem 10.14 is not sharp: on a tri-axial ellipsoid (three distinct axes), the
umbilic points are self-focal points. But the eigenfunctions which maximize the

sup-norm only have L∞ norms of order λ
n−1

2 / log λ.1 An improvement is given in
[SoTZ], and more recently in [SoZ3], Sogge and the author have further improved
the result in the case of real analytic (M, g). In this case |Lx| > 0 implies that
Lx = S∗xM and the geometry simplifies.

Theorem 10.17. Suppose that (M, g) is a compact real analytic manifold with-
out boundary with maximal eigenfunction sup-norm growth. Then (M, g) possesses
a self-focal point p whose first return map Φp is conservative, i.e., has an invariant
measure in the class of |dω| on S∗xM .

In two dimensions, we can give a rather definitive result [SoZ4]:

Theorem 10.18. Let (M, g) be a compact real analytic compact surface without
boundary with maximal eigenfunction sup-norm growth, then (M, g) possesses a
pole, i.e., a point p so that every geodesic starting at p returns to p at time 2Tp as
a smoothly closed geodesic.

Thus, (M, g) is a Cp2Tp -manifold in the terminology of [Bes, Definition 7.7(e)].

It follows by combining Theorem 10.17 with the following simple dynamical result.

Lemma 10.19. Let (S2, g) be a two-dimensional real analytic Riemannian sur-
face. Suppose that p ∈ S2 is a self-focal point and that the first return map
Φp : S∗pS

2 → S∗pS
2 preserves a probability measure which is in L1(S∗pS

2). Then

Φ2
p is the identity map, and in particular all geodesics through p are smoothly closed

with the common period 2Tp.

10.4.5. Open problems.

• The only known examples of maximal eigenfunction growth in dimension
2 are surfaces of revolution. Although every point of a Zoll surface is a
pole, it is doubtful that many have maximal eigenfunction growth. Must
s real analytic Riemannian surface with maximal eigenfunction growth be
a surface of revolution?

• In higher dimensions, does maximal eigenfunction growth imply existence
of poles?

1It does not appear that a proof of this result has appeared in the literature.
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• In the real analytic case, the Lagrangian submanifold Λx (10.42) exists.
The existence proof does not relate it directly to the sequence of maximally
growing eigenfunctions. Must they be ‘quasi-modes’ associated to Λx,
i.e., do they microlocally concentrate on Λx? Do the microlocal defect
measures of the sequence charge Λx?

By taking linear combinations of zonal spherical harmonics with different poles,
it is easy to see that that without a more quantitative condition on the L∞ growth
one cannot conclude that the sequence has a unique microlocal limit or that it
is concentrated on a single Λx. If there exists a self-focal point p with a smooth
invariant function, then one can construct a quasi-mode of order zero concentrated
on Λx.

Proposition 10.20. Suppose that (M, g) has a point p which is a self-focal
point whose first return map Φx at the return time T is the identity map of S∗pM .

Then there exists a quasi-mode of order zero associated to the sequence { 2
πTk +

β
2 : k = 1, 2, 3, . . . } that concentrates microlocally on Λx (10.42).

Above, β is the common Morse index of the periodic orbits of periodic T . The
‘symbol’ is the smooth invariant density on the flow-out Λx. Theorem 10.18 is
valid for quasi-modes as well as eigenfunctions. Indeed, most microlocal methods
cannot distinguish modes and quasi-modes. It is not clear how the quasi-modes of
Proposition 10.20 are related to the extremal sequence of eigenfunctions.

In this chapter we give a proof of a weaker version Theorem 10.17 which is
more ‘geometric’ than the one in [SoZ3].

Theorem 10.21. Suppose that (M, g) is a compact real analytic manifold with-
out boundary with maximal eigenfunction growth. Suppose further that the set T L
of twisted self-focal points is finite. Then there must exist a conservative self-focal
point, i.e., (M, g) possesses a self-focal point p whose first return map Φp is con-
servative, i.e., has an invariant measure in the class of |dω| on S∗xM .

We prove this weaker version because there are no known examples of (M, g)
in dimensions ≥ 3 which have twisted self-focal points and no known examples
in any dimension where there are infinitely many self-focal points. Hence, the
technical steps necessary to deal with such points may turn out to be vacuous. The
assumption is only used to simplify some uniformity issues in remainder estimates.

10.5. Geometry of loops and return maps.

In this section we make some further remarks and conjectures on loops that
are studied further in [Z].

Let µx = |dω| be the standard surface area on S∗xM induced by the metric gx.
We summarize the following geometric notions.

Definition 10.22. If (M, g) is C∞, we say that x ∈M
• is an L point (x ∈ L) if µx(Lx) > 0. That is, there exists a positive

measure of closed loops at x. In the real analytic setting, this implies
Lx = π−1(x) ' S∗xM . We call a point such that Lx = S∗xM ‘self-focal’.

• is a CL point (x ∈ CL) if µx{ξ ∈ Lx : Φx(ξ) = ξ} > 0. These are points
where there exists a positive measure of smoothly closed loops. In the
real analytic setting, it means that all geodesics emanating from x are
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smoothly closed geodesic loops so that Φx = Id. Such a point is called a
‘pole,’ by analogy with a pole of a surface of revolution.

• is a twisted self-focal point if x is self-focal but Φx 6= Id 2. We write that x
is a T L point (x ∈ T L) if µ(Lx) > 0 but µx{ξ ∈ Lx : Φx(ξ) = ξ} = 0, and
denote the set of such points by T L. Later we give a more quantitative
‘twistedness’ condition.

• x0 is a T LT point (x ∈ T LT ) if x ∈ T L and if T (x, ξ) ≤ T for all
ξ ∈ π−1(x). We denote the set of such points by T LT .

The notion of ‘twisted’ will be discussed further in §10.5.

Conjecture 10.23. If (M, g) is real analytic, and CL = ∅, then T LT is a finite
set.

The motivation is that there do not seem to exist any examples with an infinite
number of twisted self-focal points.

We think of this question as the possible ‘rigidity’ of self-focal points. On
a sphere (or any Zoll surface), every point is a CL point, so non-twisted self-focal
points can be ‘moved around’. On the other hand, the umbilic points of an ellipsoid
are isolated T L points. Must such points always be isolated, e.g. finite in number?
At this time of writing, we cannot exclude the possibility, even in the real analytic
setting, that there are an infinite number of T L points with twisted return maps.
We let L denote the closure of the set of self-focal points. At this time of writing,
we do not know even how to exclude that L = M , i.e. that the set of self-focal
points is dense.

This may also be seen in terms of the Lagrangian submanifolds Λx (10.42). If xt
is a smooth curve of self-focal points (in the real analytic case), then one has a curve
of Gt-invariant Lagrangian submanifolds Λxt . The idea is that there should exist an
obstruction to deforming Λx through Λx(t) ⊂ S∗M (that is, through Gt-invariant
Lagrangian submanifolds) if Φx is twisted. There is evidently no obstruction when
Φx = Id, so the main problem is to exploit the ‘twisted condition’ in the symplectic
setting.

Our knowledge is so primitive that we do not even know whether there exist
real analytic metrics with twisted self-focal points in higher dimensions.

Problem 10.24. Do there exist (M, g) with dimM ≥ 3 possessing self-focal
points with Φx 6= Id. That is, do there exist generalizations of umbilic points of
ellipsoids in dimension two.

There do not seem to exist any known examples. Experts on geodesic flows
on ellipsoids do not seem to have asked whether higher dimensional ellipsoids have
self-focal points such as umbilic points in dimension 2. Recall that the geodesic
flow of an ellipsoid E is integrable and S∗E is foliated by invariant Lagrangian tori
(and cylinders at singular orbits). On the other hand, the flow-out Lagrangian Λx
is S1 × Sn−1. In dimension 2, and only in dimension 2, Λx is a torus. In higher
dimensions, existence of Λx might conflict with the Lagrangian torus fibration.

10.5.1. Reversibility and orientation. In this section, we assume p is a
self-focal point. We note that Φp is the restriction of the geodesic flow GT to

2The term is adopted from ‘Dehn Twist’ rather than ‘twist map’; Φx does not resemble a
twist map.
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the invariant set S∗pM . This sphere is contained in a symplectic transversal Sp to

the geodesic flow. On the symplectic transversal GT is a symplectic map which is
invertible. Hence Φp is invertible. Thus, (DΦp)ω is non-zero for all ω ∈ S∗pM .

Next we use time reversal invariance of the geodesic flow to show that Φp is
conjugate to its inverse. Let τ(x, ξ) = (x,−ξ) on S∗M .

Lemma 10.25. Φp = τΦ−1
p τ , i.e., Φp is reversible (conjugate to its inverse).

Proof. On all of S∗M , we have τGtτ = G−t. Indeed, let ΞH be the Hamilton
vector field of H(x, ξ) = |ξ|g. Then H ◦ τ = H, i.e., H is time reversal invariant.
We claim that τ∗ΞH = −ΞH . Written in Darboux coordinates,

ΞH =
∑
j

∂H

∂ξj

∂

∂xj
− ∂H

∂xj

∂

∂ξj
.

If we let τ(x, ξ) = (x,−ξ) and use invariance of the Hamiltonian we see that the
vector field changes sign. Now, G−t is the Hamilton flow of −ΞH and that is τ∗ΞH .
But the Hamilton flow of the latter is τGtτ .

Since S∗pM is invariant under τ , we just restrict the identity τGtτ = G−t to
S∗pM to see that Φp is reversible. �

10.5.2. Jacobi fields and the first return map. The first return map Φx
may be expressed in terms of normal vertical Jacobi fields along a loop. The space
J⊥γ of (real) orthogonal Jacobi fields along a geodesic γx,ξ is the real symplectic
vector space of dimension 2(m− 1) of solutions of the Jacobi equation
(10.57)

Ÿ +R(T, Y )T = 0, g(Y (t), γ̇x,ξ(t)) = 0, (T the unit tangent vector along γ).

Here, Ẏ and Ÿ are short for DY
dt and D2Y

dt . The symplectic structure is given by
the Wronskian

ω(X,Y ) = g

(
X,

D

ds
Y

)
− g
(
D

ds
X, Y

)
.

We note that

0 =
d

dt
g(Y (t), γ̇x,ξ(t)) = g(Ẏ (t), γ̇(t)),

so Ẏ (t) is also a normal vector field along γ.
Jacobi fields arise from the derivative of the geodesic flow. Let ∇ denote the

Riemannian connection, and recall that it determines a horizontal subbundle of
T (S∗M) complementary to the vertical subbundle of the projection π : S∗M →M.
Together with the symplectic structure, we get a splitting

T (S∗M) = H̄ ⊕ V̄ ⊕ T̄
where T̄ is the real span of γ̇, and H̄⊕V̄ is the horizontal plus vertical decomposition
of the kernel of the contact form α = ξ · dx (or equivalently, of the symplectic
orthogonal of T and the cone axis). The subspaces H̄, V̄ are symplectically paired
Lagrangian subspaces of T (T ∗M). Given a vector X ∈ Nγ(t), we denote by Xh the

horizontal lift of X to H̄γ(t) and by Xv the vertical lift to V̄γ(t). The correspondence

(10.58) Y (t)→ (Y (t)h, Ẏ (t)v)

then defines an isomorphism between the spaces of Jacobi fields and geodesic flow
invariant vector fields along (γ(t), γ̇(t) (cf [Kl, Lemma 3.1.6]). That is,

dGs(γ(0),γ̇(0)) : (Y (0)h, Ẏ (0)v)→ (Y (s)h, Ẏ (s)v)
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where Y (s) is the Jacobi field with the given initial conditions. Moreover, since Gt

is a Hamiltonian flow dGs is a linear symplectic mapping from (H̄ ⊕ V̄ )γ(0),γ̇(0) to

(H̄ ⊕ V̄ )γ(s),γ̇(s).
Let Ui, Vi be a basis of the normal Jacobi fields along a loop with initial con-

dition

(10.59)

(
Ui(0) = νi Vi(0) = 0

V̇i(0) = 0 V̇i(0) = νi

)
,

where ν1, . . . , νm−1 is a parallel orthonormal basis for the normal bundle along the
loop. The Vi are the vertical Jacobi fields. Along a geodesic loop the solution of
the Jacobi equation with initial matrix (10.59) evolves by

(10.60) Mx,ξ(t) =

(〈νi, Uj(t)〉 〈νi, Vj(t)〉
〈νi, U̇j(t)〉 〈νi, V̇j(t)〉

)
Thus, DGtx,ξ is a linear symplectic map on a symplectic transversal of rankm−1 and

Mx,ξ(t) is its matrix relative to a parallel normal frame and is therefore symplectic.
It is expressed in block form,

(10.61) A =

(
A B
C D

)
, A∗C = C∗A, B∗D = D∗B, A∗D − C∗B = Id .

10.5.3. DξΦx as a block of Mx,ξ. Now consider a self-focal point x and a
loop γx,ξ and DξΦx : TξS

∗
xM → TΦx(ξ)S

∗
xM .

First we observe that DξΦx : TξS
∗
xM → TΦx(ξ)S

∗
xM is (roughly speaking) the

D component of DξG
T
x,ξ. More precisely, the D component is the ‘block’ of DξΦx

transversal to γ′x,ξ(t). When ξ is a conjugate direction, DξΦx is a linear map on
time derivatives of vertical Jacobi fields along γx,ξ, i.e., Jacobi fields obtained by
varying the initial direction of geodesics at x.

We denote by Cx ⊂ T ∗xM the set of tangential conjugate points ξ where Dξ expx
is singular. By SCx we also denote the unit vectors ξ

|ξ| for ξ ∈ Cx, and refer to

these unit vectors as ‘conjugate directions.’

Lemma 10.26. Let x be a self-focal point length T = T (x). Then:

• For all ξ ∈ S∗xM , η = T (x)ξ ∈ SCx and the matrix of Dη expx restricted to
tangent directions in SCx is the vertical-horizontal block 〈νi, Vj(T )〉 = 0.
Thus, kerDη expx = TηSCx.

• The matrix of DξΦx is the vertical-vertical D block of (10.60) for (x, ξ) ∈
S∗M . More precisely, DξΦx(V̇ (0)) = V̇ (T ), or equivalently,

DξΦx =
(
〈νi, V̇ hj (T )〉

)m−1

i,j=1
: TξS

∗
xM → TΦx(ξ)S

∗
xM

.

Proof. If Y (0) = 0,∇Y (0) = V then DξΦx = ∇Y (T (x)), i.e., the value of
the covariant derivative of the Jacobi along γx,ξ at the first return time.

Let ξ(s) be a curve in S∗xM with ξ(0) = ξ and d
dsξ(s) = V . Then DξΦx(V ) =

d
ds |s=0Φx(ξ(s)). Since S∗xM = Lx, the one-parameter family

F (s, t) := expx tξ(s) : [0, 1]× [0, T (x)]→M

is a variation of geodesic loops through x. By definition,

Φx(ξ(s)) =
d

dt

∣∣∣∣
t=T (x)

expx tξ(s).



220 10. LP NORMS

Hence,

DξDΦx(V ) =
d

ds

∣∣∣∣
s=0

d

dt

∣∣∣∣
t=T (x)

expx tξ(s).

Note that the d
ds -derivative is the usual Euclidean derivative of a curve in TxM .

We note that
d

ds

∣∣∣∣
s=0

expx tξ(s) = YV (t)

is the vertical Jacobi field along γx,ξ with YV (0) = 0, ẎV (0) = V. The last statement
follows because we may commute the derivatives (see e.g. [M, Lemma 8.7]). For
the same reason,

DξDΦx(V ) =
D

dt

∣∣∣∣
t=T (x)

YV (t) = ẎV (T (x)).

�

Lemma 10.27. When (M, g) is real analytic and when x is a self-focal point
(an L point in Definition 10.22) of length T then the vertical Jacobi fields along
each loop direction ξ satisfy Vj(T ) = 0 and

(10.62) Mx,ξ(T ) =

〈νi, Uj(T )〉, 0

〈νi, U̇j(T )〉, 〈νi, V̇j(T )〉


is a lower triangular symplectic matrix. Φx is orientation preserving if and only if
detD > 0 if and only if detA > 0.

Proof. SinceB = 0 the last equation above forcesA∗D = Id. Φx is orientation
preserving if and only if Φ∗x dVS∗xM = Jx dVS∗xM with Jx > 0 as in (10.45) and
Jx(ξ) = detD. Clearly detD > 0 if and only if detA > 0. �

10.5.4. Periodic geodesics and fixed points of Φx. When γx,ξ is a peri-
odic orbit of period T , then dGTx,ξ is the linear Poincare map Pγ of γ. For a periodic
geodesic, Pγ acts as the translation map by a period

Pγ : Y (t)→ Y (t+ Tγ)

on Jacobi fields, where Tγ is the period. It decomposes into the two-dimensional
symplectic plane of tangential Jacobi fields and the 2m − 2 dimensional space of
normal Jacobi fields. A Lagrangian subspace of the latter is the (m−1) dimensional
subspace of vertical normal Jacobi fields. Pγ may be expressed as the matrix (10.60)
acting on the tangent space Tx,ξ ⊂ Tx,ξS∗M to a surface of section S ⊂ S∗M , i.e.,
a symplectic transversal.

Fixed points of Φx correspond to closed geodesics through x and are evidently
important in the study of loops. We record a number of facts relevant to Fix(Φx).
If ξ ∈ CLx, so that γx,ξ(t) = expx tξ is a closed geodesic through x, then Φxξ = ξ.
Conversely if Φxξ = ξ then γx,ξ(t) is a closed geodesic.

We recall that a diffeomorphism F is said to have clean fixed point sets if
Fix(F ) is a manifold and if T Fix(F ) = Fix(DF ). Cleanliness of Φx thus means
that Fix(Φx) ⊂ S∗xM = CLx is a manifold and TξCLx = ker(DξΦx − I).

The Lefschetz fixed point theorem implies that a diffeomorphism f : Sn → Sn

has a fixed point as long as deg f 6= (−1)n+1. Thus, an orientation preserving
diffeomorphism has a fixed point when n is even, and an orientation reversing
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diffeomorphism has a fixed point when n is odd. Hence, either Φp or Φ2
p has a fixed

point when dimS∗pM is even.

In Lemma 10.61 we show that when dimM = 2, Φ2
p always has a fixed point.

In the case of the umbilic points p of a 2-dimensional tri-axial ellipsoid, Fix(Φp)
consists of 2 directions.

10.5.5. The tangential loopset. We have been focusing on directions ξ ∈
Lx ⊂ S∗xM of loops. In this section, we consider the magnitudes as well as direc-
tions, that is (x, T (ξ)ξ) ∈ T ∗xM where T (ξ) is the first return time. In the analytic
case, the two sets are closely related since, if all ξ ∈ π−1(x) are loop directions, then
the time T (x, ξ) of first return is constant on π−1(x). This is because an analytic
function is constant on its critical point set.

One has Φx(ξ) = ξ with ξ ∈ S∗xM if and only if expx T (ξ)ξ = x. Define the
function

(10.63) E(x, ξ) : TM →M, E(x, ξ) = expx ξ − x = πG1(x, ξ)− π(x, ξ).

Here we are using local coordinates U ' Rn on M so that subtraction makes
sense. One could define E(x, ξ) invariantly but it is simpler to use local coordinate
subtraction.

When g is real analytic, E is a real analytic function. The set of initial data of
loops is the analytic set

E−1(0) := E = {(x, ξ) ∈ T ∗M : expx ξ = x},
where as usual we identify vectors and co-vectors with the metric. Under the natural
projection π : T ∗M → M , π(E) is the set of points through which there exists a
loop. If we fix x we obtain

Ex : TxM →M

and its zero set Ex is the set of loop vectors through x. The set Fix(Φx) = Lx of loop

directions at x is the spherical projection ξ → ξ
|ξ| of Ex. Moreover, if E(x, ξ) = 0,

then (using the homogeneous geodesic flow rather than the one defining expx ξ),

G|ξ|
(
x,

ξ

|ξ|

)
=

(
x,Φx

(
ξ

|ξ|

))
.

At a self-focal point p, Ep = E ∩ TpM contains a union of spheres of radii kT (p),
k = 1, 2, 3, . . . .

If p is self-focal and Φp = Id on S∗pM , then the entire flowout Lagrangian

Λp (10.42) lies in E . This is because gt(p, ξ) is also a loop since GTGt(p, ξ) =
GtGT (p, ξ) = GtΦp(p, ξ) = Gt(p, ξ). The same calculation shows that the flowout
of Fix(Φp) lies in Ep. In general, Λp is not contained in E , since the geodesic through
Gt(p, ξ) generally does not loop back to expp tξ.

10.5.5.1. Examples. As mentioned above, by Theorem 10.9 it follows that for
any point p of any compact Riemannian manifold, there exists an infinite set of
distinct geodesic loops through p. It follows that

Corollary 10.28. dim E ≥ m = dimM .

The dimension of E is closely related to the rank of Dx,ξE at points (x, ξ) ∈ E .
Recall that if f : M → N is a smooth map, then the rank of the derivative Dpf is
lower semi-continuous: If rank(Dpf) = r, then there exists a neighborhood of p so
that rank(Dqf) ≥ r for q ∈ U. Hence if rank(Dx,ξE) ≥ m (the maximal rank) at a
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point (x, ξ) ∈ E then there is a neighborhood of (x, ξ) where the rank is maximal
and E is locally a manifold of dimension m through (x, ξ).

Some examples: The minimum dimension is achieved on a negatively curved
manifold, for instance. At the opposite extreme, in the case of the standard Sm or
a Zoll manifold, at each p ∈ M the set E(p, ξ) = 0 is a union of spheres 2πkS∗xM
of maximal dimension m − 1, so that E = E−1(0) is of dimension 2m − 1. This
reflects the degeneracy of DE, which has rank one at every loop (x, ξ). For a generic
surface of revolution, if p is the north or south pole, E−1

p (0) is again a union of
circles in T ∗pM of radii kTx where Tx is the common primitive period. Moreover

Fix(Φp) = S∗pM so Λp ⊂ E . Away from the poles, E−1
x (0) is a countable set which

at least contains the meridian covector along the geodesic through x from the poles.
Hence dim E = m.

In the case of a tri-axial ellipsoid E ⊂ R3, the first return map at the umbilic
points p is fully twisted, and Fix(Φp) consists of two collinear vectors (p, ξ), (p,−ξ)
lying along the closed geodesic through p. Hence, E contains S∗pE and also the
covectors along these two closed geodesics.

10.6. Proof of Theorem 10.21. Step 1: Safarov’s pre-trace formula

The purpose of the rest of this section is to prove a slightly weaker version of
Theorem 10.17 in which we make the additional assumption that (M, g) has only
finitely many twisted self-focal points. By Proposition 10.23, there are only finitely
many with return times less than a given T .

Theorem 10.29. Suppose that (M, g) is a compact real analytic manifold with-
out boundary which possesses a sequence {ϕjk} of eigenfunctions satisfying

(10.64) ‖ϕjk‖L∞(M) ≥ Cgλ
n−1

2
jk

.

Suppose that the number of twisted self-focal points of (M, g) is finite. Then (M, g)
possesses a self-focal point p whose first return map Φp is conservative, i.e., has an
invariant measure in the class of |dω| on S∗xM .

The proof is somewhat different from the one in [SoZ2]. The motivation to
prove the weaker result is that it involves relations between dynamics and spectral
theory beyond those of [SoZ2].

The first step in the proof is a pre-trace formula for a smoothing of the cosine
wave kernel E(t, x, x) on the diagonal. We recall some notation: E(t, x, y) denotes
the kernel of cos t

√
−∆. Let ρ ∈ S(R) with ρ̂ ∈ C∞0 (R), and denote its dilation by

ρ̂T (τ) = ρ̂( τT ). Then,∫
R
ρ̂(t)eitλE(t, x, x) =

∑
j

(ρ(λ− λj) + ρ(λ+ λj))ϕ
2
j (x).

The second term is negligible since ρ ∈ S(R) and λ + λj → ∞. We denote the
pointwise Weyl function by

N(λ, x) =
∑

j : λj≤λ
ϕ2
j (x),

so that

(10.65) ρ ∗ dN(λ, x) =
∑
j

ρ(λ− λj)ϕ2
j (x).
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The Safarov pre-trace formula expresses (10.65) in terms of iterates of the
return map Φx and the Perron-Frobenius operator Ux (10.45) on the loopset Lx
(10.39); see [SaV, Theorem 4.4.10] or [Saf, (4.4)]. As in (10.47), let

(10.66) U±x (λ) = eiλT
±
x U±x .

Recall that T
(k)
x (ξ) is the kth return time of ξ for Φx.

Proposition 10.30. Let x ∈M . Then

(10.67) ρT ∗ dN(λ, x) = λn−1 + λn−1

∫
Lx

∞∑
k=1

ρ̂

(
T

(k)
x (ξ)

T

)
Ux(λ)k1|dξ|+RT,x(λ),

where

(10.68) RT,x(λ) = oT,x(λn−1).

The first term is due to the singularity at t = 0. Once Proposition 10.30 is
proved, the remainder of the proof of Theorem 10.17 consists in studying the two
remainder terms. In Proposition 10.42, the L2 ergodic theorem is applied to the
term

(10.69)

∫
Lx

∞∑
k=1

ρ̂(
T

(k)
x (ξ)

T
)Ux(λ)k1|dξ|

for reach x to show that the average tends to zero. But additionally one needs
uniformity of the convergence to zero in x to prove the Theorem. We also prove
uniformity of oT,x(λn−1) in x. The proof of uniformity is done separately for x near
to a self-focal point and for x far from the self-focal locus. Of course, if there are
only a finite number of self-focal points, proofs of uniformity simplify a great deal.

Remark 10.31. The principal term λn−1 is due to the singularity of E(t, x, x)
at t = 0. The other terms are due to singularities caused by loops at x for t 6= 0,
and vanish if x is |Lx| = 0. Duistermaat-Guillemin [DG] proved the existence of
an asymptotic expansion for ρT ∗ dN(λ, x) and showed that the leading coefficient
equals 1. Safarov calculated the second term of order λn−1 in terms of Φx. It
vanishes if x is not a partial self-focal point. The uniformity in x is not obvious.
Uniformity is discussed in §10.8.3.

We break up the proof of Proposition 10.30 into two steps. The first step
only involves the construction of the wave kernel and the application of stationary
phase to reduce to an integral over S∗xM . The second step is to reduce the latter
integral to one over Lx. Even in simple examples, the second step cannot be done
by stationary phase.

To state the result of the first step we introduce some notation from [SaV].
Let ϕj(t, x, y, ξ) be a local generating function for the graph C of the geodesic flow,
in the sense that

C = {(t, ϕt, x, dxϕ, y,−dyϕ : dξϕ = 0}.
Also let

(10.70) t̃j(x, ξ) = Tx(ξ), and r∗ = r∗(x, ξ) := −(ϕt(T
(kj)
x (ξ)), x, ξ)−1.

Definition 10.32. Define

(10.71) Rj(x, λ) :=

∫
S∗xM

eiλt̃j(x,ξ)r∗
(

(ρ̂a0)|t̃j=Tx(ξ)

)
|dξ|.
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When ρ is fixed and we dilate ρ→ ρT then we denote the remainder by

Rj(λ, x;T ) :=

∫
S∗xM

eiλt̃j(x,ξ)r∗
(

(ρ̂Ta0)|t̃j=Tx(ξ)

)
|dξ|.

We note that Rj(λ, x, T ) depends on λ only through the oscillatory factor

eiλt̃j(x,ξ).

Lemma 10.33.

(10.72) ρT ∗ dN(λ, x) = λn−1 + λn−1
∞∑
j=1

Rj(λ, x, T ) +OT (λn−2),

where OT (λn−2) is uniform in x.

Remark 10.34. Referring to (10.67), this Lemma states that

(10.73) λn−1

∫
Lx

∞∑
k=1

ρ̂

(
T

(k)
x (ξ)

T

)
Ux(λ)k1|dξ|+RT,x(λ)

= λn−1
∞∑
j=1

Rj(λ, x, T ) +OT (λn−2).

Proof of Lemma 10.33. For t in the support of ρ̂ and near a point x we
construct a microlocal parametrix for E(t, x, x) := cos t

√
−∆ as a sum of a finite

number of local parametrices Ej(t, x, y) (depending on T ), each of which has an
amplitude aj and a phase function ϕj(t, x, y, ξ) locally parametrizing C as above.
One expresses each Ej(t, x, x) as an integral over T ∗xM , changes to polar coordinates
(r, ω) ∈ R+ × S∗xM and performs the dtdr integral by stationary phase. This gives
a smoothed spectral expansion [DG] and [SaV, Theorem 4.1.2]:

ρT ∗ dN(λ, x) =

∫
R
ρ̂

(
t

T

)
eiλtE(t, x, x) dt(10.74)

= a0λ
n−1 + a1λ

n−2 + λn−1
∞∑
j=1

Rj(λ, x, T ) +OT (λn−2),

with uniform remainder in x. The sum over j is a sum over charts needed to
parametrize the graph of the geodesic flow. The critical times t ≤ T are the lengths
of loops at x. Let

(10.75)

{
t̃j(x, ξ) = Tx(ξ) = ϕj(t, x, x, ξ) at the stationary phase point,

r∗(x, ξ) := −(ϕt(T
(kj)
x (ξ)), x, ξ)−1.

That is, t̃j(x, ξ) is the local t-solution of ϕj(t, x, x, ξ) = 0. Summing over the charts
indexed by j gives a sum of stationary phase expansions,
(10.76)

ρT ∗dN(λ, x) ∼ λn−1
∑
j

∫
S∗xM

eiλt̃j(x,ξ)r∗

 ∞∑
m,k=0

λ−k−mLm,k(ρ̂a−k)|t̃j=Tx(ξ)

 |dξ|,
for certain operators Lm,k.

It is obvious that except for the term with m = k = 0 all other terms are
uniformly of order λn−2. Since we can drop all terms except those for which m =
k = 0, we reduce to
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(10.77)

ρT ∗ dN(λ, x) ∼ λn−1
∑
j

∫
S∗xM

eiλt̃j(x,ξ)r∗
(

(ρ̂a0)|t̃j=Tx(ξ)

)
|dξ|+OT (λn−2),

where the remainder is uniform in x. �

We refer to [DG, SaV, Hor2, V] for further details and background. To
illustrate the notation, we consider a flat torus Rn/Γ with Γ ⊂ Rn a full rank
lattice. As is well-known, the wave kernel then has the form

U(t, x, y) =
∑
γ∈Γ

∫
Rn
ei〈x−y−γ,ξ〉eit|ξ| dξ.

Thus, the indices j may be taken to be the lattice points γ ∈ Γ, and

ρT ∗ dN(λ, x) =
∑
γ∈Γ

∫
R

∫ ∞
0

∫
Sn−1

ρ̂

(
t

T

)
eir〈γ,ω〉eitre−itλrn−1 drdtdω.

We change variables r → λr to get a full phase λ(r〈γ, ω〉+ tr− t) . The stationary
phase points in (r, t) are 〈γ, ω〉 = t and r = 1. Thus,

t̃γ(x, ω) = 〈γ, ω〉.
The geometric interpretation of t∗γ(x, ω) is that it is the value of t for which

the geodesic expx tω = x+ tω comes closest to the representative x+ γ of x in the
γth chart. Indeed, the line x + tω is ‘closest’ to x + γ when tω closest to γ, since
|γ − tω|2 = |γ|2 − 2t〈γ, ω〉+ t2. On a general (M, g) without conjugate points,

t̃γ(x, ω) = 〈exp−1
x γx, ω〉.

10.6.1. Decomposition of Rj into almost loops and non-loops. In this
section, we study the remainders Rj (10.71) and relate them to the two terms of
(10.73).

To relate Rj to left side of (10.71), we use a kind of Lemma of non-stationary
phase to reduce the integral over S∗xM in (10.76) to an integral over Lx. It is based
on the fact that the phase of (10.76) is rapidly oscillating away from its critical
set, i.e., directions ξ ∈ Lx such that ∇ξ t̃j = 0. It is impossible to apply stationary
phase to the integral over S∗xM without some ‘cleanliness assumption’ on the phase
(i.e., without assuming that t̃j is a Bott-Morse function). But one can apply a weak
version of the Lemma of stationary phase, which shows that the oscillatory integral
is decaying in λ away from its stationary phase set.

As in [SaV], we pick a non-negative f ∈ C∞0 (R) which equals 1 on |s| ≤ 1 and
zero for |s| ≥ 2 and split up the jth term of (10.77) into two terms using Rj1 resp.

Rj2 by using f(ε−2|∇ξ t̃j |2) and 1−f(ε−2|∇ξ t̃j |2). We also multiply by λ−(n−1) for
notational simplicity. Thus, referring to (10.71),

(10.78) Rj(λ, x, T ) = Rj1(λ, x, T ) +Rj2(λ, x, T ),

where
(10.79)

Rj1(λ, x; ε) :=

∫
S∗xM

eiλt̃jf(ε−1|∇ξ t̃j(x, ξ)|2)r∗(ρ̂(Tx(ξ)))a0(Tx(ξ), x, ξ)rn∗ dξ|t̃=T (k) .
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The second term Rj2 comes from the 1−f(ε−2|∇ξTx(ξ)|2) term. Since it is simpler,
we consider it first. We emphasize that the remainder (10.79) is the coefficient of
λn−1.

10.6.2. Rj2 is uniformly oT (λn−1) in x. The next Lemma shows that Rj2
can be absorbed into the the RT,x(λ) = oT,x(λn−1) term of (10.67), and in fact the

estimate is uniform in x. For all T > 0 and ε ≥ λ− 1
2 log λ we have

sup
x∈M
|Rj2(λ, x, T, ε)| ≤ C(ε2λ)−1.

Lemma 10.35. For ε ≥ λ− 1
2 log λ we have

sup
x∈M
|Rj2(λ, x, ε)| ≤ C(log λ)−1.

Proof of Lemma 10.35. We integrate the Rj2 term by parts once with

Lx :=
1

iλ
|∇ξ t̃j |−2∇ξ t̃j · ∇ξ.

This operator reproduces eiλt̃j and after one partial integration we have

Rj2(λ, x, ε) =
1

iλ

∫
S∗xM

eiλt̃jLtx(1− f(ε−2|∇ξ t̃j |2)r∗(ρ̂(t̃j)a0(t̃j), xξ)r
n
∗ dξ(10.80)

= O

(
1

λε2

)
.(10.81)

In the last line we use that

Ltxf =
1

|∇ξ t̃j |2
∇ξ t̃j ·

(
f ′(ε−2|∇ξ t̃j |2)ε−2∇ξ · |∇ξ t̃j |2

)
+div

( ∇ξ t̃j
|∇ξ t̃j |2

)
(1−f) = O(ε−2).

Indeed, the final expression is bounded by |∇ξ t̃j(ξ)|−2 and on the support of the
integrand this is bounded by ε−2. These estimates are uniform in x and again can
be summed over the the finite number of charts indexed by j. Thus, as long as
ε ≥ λ−1/2 log λ, we have λ−1ε−2 ≤ C(log λ)−1. �

We therefore see that the sum of the Rj2 terms of the ox(λn−1) in Proposi-
tion 10.30 is therefore uniform in x.

Corollary 10.36.

λn−1
∞∑
j=1

Rj2(λ, x, T ) = oT (λn−1).

10.6.3. Decomposition of Rj1(λ, x, ε). We now decompose the Rj1 terms

(10.79) into terms corresponding to the λn−1
∫
Lx
∑∞
k=1 ρ̂(

T (k)
x (ξ)
T )Ux(λ)k1|dξ| and

RT,x(λ) terms in (10.73).
We observe the critical set consists of loop directions at x, i.e., {∇ξ t̃j(x, ξ) =

0} = Lx. We then decompose Rj1 into an integral over the stationary phase set Lx
and its complement:

(10.82) Rj1(x, ε, T ) =

∫
Lx
eiλTx(ξ)ρ̂(Tx(ξ))a0(Tx(ξ), x, ξ)rn∗ |dξ||t̃=T (k) + R̃j1,
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where
(10.83)

R̃j1(x, ε, T ) =

∫
|∇t̃j |>0

eiλTx(ξ)f(ε−2|∇ξ t̃j(x, ξ)|2)r∗(ρ̂(Tx(ξ)))a0(Tx(ξ), x, ξ)rn∗ dξ.

Lemma 10.37. Rj1(x, ε, T ) is independent of ε and when ρ = ρT ,∑
j

Rj1(x, T ) =

∫
Lx

∞∑
k=1

ρ̂

(
T

(k)
x (ξ)

T

)
Ux(λ)k1|dξ|.

Proof. It is only necessary to compare the formulae (10.49)-(10.66) for Ux(λ)
with a0(Tx(ξ), x, ξ)rn∗ dξ. The calculations are done in [SaV, Proposition 4.1.10]
and [SaV, Proposition 4.1.16]. On Lx, r∗ = 1 and the surface measure is the
Jacobian in (10.49). Also, since the amplitudes solve transport equations along the
Hamilton orbits (see e.g. [DG, SaV, So3]) at time Tx(ξ) they are given by iterates
of the first return map. We refer to [SaV] for further details. �

Since the remainders only involve λ via eiλT , it is convenient to introduce
notations for upper bounds in which we take absolute values. For future reference,
we define λ-independent functions as follows.

Definition 10.38. Set

|R|j1(x; ε) =

∫
S∗xM

f(ε−2|∇ξ t̃j(x, ξ)|2)r∗(ρ̂(Tx(ξ)))a0(Tx(ξ), x, ξ)rn∗ dξ|t̃=T (k)

(10.84)

|Rj |(x, T ) =

∫
S∗xM

r∗
(

(ρ̂Ta0)|t̃j=Tx(ξ)

)
|dξ|

(10.85)

|R̃j1|(x, ε, T ) =

∫
|∇t̃j |>0

f(ε−2|∇ξ t̃j(x, ξ)|2)r∗(ρ̂(Tx(ξ)))a0(Tx(ξ), x, ξ)rn∗ dξ.

(10.86)

We note that |Rj(λ, x, T )| ≤ |Rj |(x, T ).

10.6.4. Perturbation theory of the remainder. We now compare the ab-
solute remainders at nearby points. The integrands of the remainders vary smoothly
with the base point and only involve integrations over different fibers S∗xM of
S∗M →M .

Lemma 10.39. We have,

||R|(x, T )− |R|(y, T )| ≤ CeaT dist(x, y).

Indeed, we write the difference as the integral of its derivative. The derivative
involves the change in Φnx as x varies over iterates up to time T and therefore is
estimated by the sup norm eaT of the first derivative of the geodesic flow up to
time T . If we choose a ball of radius δe−aT around a focal point, we obtain’

Corollary 10.40. For any η > 0, T > 0 and any focal point p ∈ T L there
exists r(p, η) so that

sup
y∈B(p,r(p,η))

|R(λ, y, T )| ≤ η.



228 10. LP NORMS

It will be important later on to observe that the absolute remainder varies
continuously in x. We choose local coordinates so that S∗xM is identified with
Sn−1.

Proposition 10.41. Then for all η there exists δ > 0 so that for y ∈ Bδ(x).

| |R|j1(x, ε, T )− |Rj1|(y, ε, T )| ≤ CT η.
Proof. We are just asserting the continuity of |Rj1|(y, δ, T ) on Bδ(x). Indeed,

the integrand is uniformly bounded and continuous in all variables. �

10.7. Proof of Theorem 10.29. Step 2: Estimates of remainders at
L-points

In view of Lemma 10.37, the next step is to study∫
Lx

∞∑
k=1

ρ̂

(
T

(k)
x (ξ)

T

)
Ux(λ)k1|dξ|

as x varies over M . The next step is to show that this sum is small at self-focal
points if there do not exist invariant L2 functions.

Proposition 10.42. Assume that x is a self-focal point and that Ux has no
invariant L2 function. Then, for all η > 0, there exists Tx so that for T ≥ Tx,

(10.87)
1

T

∣∣∣∣∣
∫
S∗xM

∞∑
k=0

ρ̂

(
T

(k)
x (ξ)

T

)
Ux(λ)k1|dξ|

∣∣∣∣∣ ≤ η.
Remark 10.43. In the proof of Theorem 10.29 it is only necessary to study

twisted self-focal points. If there are only finitely many twisted self-focal points,
then the time T = Tx above is uniform in x.

This is a simple application of the von Neumann mean ergodic theorem to the
unitary operator Ux. Recall that the mean ergodic theorem for unitary operators on

a Hilbert space H states that ANf = 1
N

∑N
n=0 U

nf → Pf in H where P : H → H0

is the orthogonal projection onto the space H0 of invariant functions satisfying
Uf = f . See for instance [Kr, Theorem 1.4].

The mean ergodic theorem applies to our problem as follows:

Proposition 10.44. Let H = L2(S∗xM, |dξ|) and let U = Ux (10.45). Then
H0 = {0} if and only if

1

T

∫
Lx

∞∑
k=1

ρ̂

(
T

(k)
x (ξ)

T

)
Ux(λ)k1|dξ| → 0, T →∞.

We only use the ‘only if’ direction in the main result.

Proof. Suppose H0 = {0}. Since Tx(ξ) ≥ τx > 0, T (k) ≥ kτx. Then T
(k)
x (ξ) ≤

T implies k ≤ T
τx

and

(10.88)

∞∑
k=1

∫
LxM

ρ̂

(
T

(k)
x (ξ)

T

)
Ux(λ)k1|dξ| ≤ 1

T

T
τx∑
k=1

〈Ux(λ)k1,1〉.

Assuming H0 = {0} the right side tends to zero as T → ∞, proving the ‘only if’
side.
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We may assume ρ̂ ≥ 0. Using a lower bound for ρ̂ on a small interval around
0, we see that there also exists τ ′x > 0 so that

1

T

∫
Lx

∞∑
k=1

ρ̂

(
T

(k)
x (ξ)

T

)
Ux(λ)k1|dξ| ≥ 1

T

T
τ′x∑
k=1

〈Ux(λ)k1,1〉.

If the left side tends to zero then so does the right side. �

When there exists an invariant L2 function for Ux it can be used to define
an invariant measure for Φx in the class of dµx. If f ∈ L2(S∗xM,dµx) satisfies
Uxf = f ⇐⇒ f(Φxξ)

√
Jx(ξ) = f(ξ), then |f |2dµx is an invariant measure which

is absolutely continuous with respect to dµx.

Remark 10.45. Consider the special case

Ψ∗x(ξ) = lim
N→∞

1

N

N∑
k=1

√
J

(k)
x (ξ) = lim

N→∞
1

N

N∑
k=1

Ux(λ)k1

where the limit is taken in L2(S∗xM,dµx). By the mean ergodic theorem, Ψ∗x = P ·1,
and a finite invariant measure is given by (Ψ∗x)2dµx. We must verify that Ψ∗x 6= 0.
However, (Ψ∗x)2dµx is a maximal finite invariant measure in the sense that any
other finite invariant measure must be absolutely continuous with respect to it.
So if Ψ∗x = 0 a.e., then there cannot exist any finite invariant measure. This
contradiction proves that Ψ∗x 6= 0.

We recall that we assume all L points are T L (see Definition 10.22).

Lemma 10.46. Suppose that there exist only a finite number of T L points. Then
the statement of Proposition 10.42 is correct.

Proof. In this case, Ux(λ) = 0 except for a finite number of points x1, . . . , xM .
Since there are only a finite number of twisted self-focal points we can take the
maximum of Txj for each xj so that all inequality (10.87) holds for the N T L
points. �

10.8. Completion of the proof of Proposition 10.30 and Theorem 10.29:
study of R̃j1

The remainder of the proof of Proposition 10.30 and Theorem 10.29 is mainly
a study of the term R̃j1 (10.83). The following Lemma turns out to be useful:

Lemma 10.47. The sum∫
Lx

∞∑
k=1

ρ̂(
T

(k)
x (ξ)

T
)Ux(λ)k1|dξ|+ R̃j1

is a continuous function of x.

Proof. This follows from Proposition 10.41. It is evident that the original
remainder is a smooth function of x, and the absolute value (10.86) is continuous
(in fact smooth). This sum was then broken up into the critical point integral over
Lx and its complement (10.86). The critical point integral was identified with the

term
∫
Lx
∑∞
k=1 ρ̂(

T (k)
x (ξ)
T )Ux(λ)k1|dξ|. The second is R̃j1. �
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10.8.1. Estimate of R̃j1. To complete the proof of Proposition 10.30 it suf-

fices to show that, for any η > 0 there exists ε so that |R̃j1(x; ε)| ≤ η. It is helpful
to observe the following simplification:

Lemma 10.48. There exists a uniform positive constant C so that for all (x, ε),

(10.89) |R̃j1(x; ε)| ≤ Cµx
(
{ξ : 0 < |∇ξ t̃j(x, ξ)|2 < ε}

)
.

Proof. To prove the Lemma, we make a dyadic decomposition of this set into
the subsets

Ek := {ξ : ε2−k−1 ≤ |∇ξ t̃j |2 ≤ ε2−k}.
Since we punctured out the critical set from R̃j1 we have

R̃j1(x; ε) =

∫
S∗xM

{∫ 1

0

d

ds
f((sε)−1|∇ξ t̃j(x, ξ)|2)ds

}
r∗(ρ̂(t̃j(x, ξ))a0(t̃j(x, ξ), x, ξ)r

n
∗ dξ

(10.90)

=

∫
S∗xM

{∫ 1

0

f ′((sε)−1|∇ξ t̃j(x, ξ)|2)s−2ds

}{
ε−1|∇ξ t̃j(x, ξ)|2

}
r∗(ρ̂(Tx(ξ)))

(10.91)

× a0(Tx(ξ), x, ξ)rn∗ dξ.
(10.92)

Recalling the properties of f from §10.6.1, the function f ′((sε)−1|∇ξ t̃j |2) van-
ishes unless s ≤ ε−1|∇ξ t̃j |2 ≤ 2s, we can bound∣∣∣∣∫ 1

0

f ′((sε)−1|∇ξ t̃j |2)s−2 ds

∣∣∣∣ ε−1|∇ξ t̃j |2 ≤ 2

∣∣∣∣∫ 1

0

|f ′((sε)−1|∇ξ t̃j |2)s−1 ds

∣∣∣∣ .
We have

1

2
ε−1|∇ξ t̃j |2 ≤ s ≤ ε−1|∇ξ t̃j |2,

and hence in the set Ek we have 2−k−1 ≤ s ≤ 2−k. Therefore for ξ ∈ Ek, we have∣∣∣∣∫ 1

0

|f ′((sε)−1|∇ξ t̃j |2)s−1 ds

∣∣∣∣ ≤ C ∫ 2−k

2−k−1

ds

s
= C log 2,

and so

|R̃j1(x; ε)| ≤ C
∑
k∈Z

µx(Ek) = Cµx{ξ : 0 < |∇ξ t̃j |2 < ε}.

Thus the claimed bound on R̃j1 in Lemma 10.48 is proved. �

Remark 10.49. Lemma 10.48 is only useful away from self-focal points. In
small balls around self-focal points, the measure of the almost loop points in the
Lemma might not tend to zero uniformly. Indeed, at the center one uses ergodic
theory of the first return map to show that the integral over Lx tends to zero.
It would be interesting to have a dynamical interpretation of the integral over
{ξ : |∇ξ t̃j | < ε(λ)} where ε(λ)→ 0 as λ→∞. Since almost-loops are not loops, it
is not clear how to obtain a dynamical system on S∗xM . But it seems reasonable to
expect that the conservative-dissipative duality exists in some form for the behavior
of almost-loops.
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10.8.2. Completion of the proof of Proposition 10.30. To summarize
the progress so far towards the proof Proposition 10.30, we combine Lemma 10.33,
Corollary 10.36, Lemma 10.37 and Lemma 10.48 to obtain:

Corollary 10.50.

(10.93) ρT ∗ dN(λ, x) = λn−1 + λn−1

∫
Lx

∞∑
k=1

ρ̂

(
(
T

(k)
x (ξ)

T

)
Ux(λ)k1|dξ|

+ λn−1µx
(
{ξ : 0 < |∇ξ t̃j(x, ξ)|2 < ε}

)
+ oT (λn−1) +O(λn−1(ε2λ)−1),

where oT (λn−1) is uniform in x.

Thus, we see that

(10.94) RT,x(λ) = λn−1µx
(
{ξ : 0 < |∇ξ t̃j(x, ξ)|2 < ε}

)
+ oT,ε(λ

n−1).

Since µx{ξ : 0 < |∇ξ t̃j |2 < ε} → 0 as ε→ 0, the combination of Lemma 10.35 and
Lemma 10.48 implies Proposition 10.30. As in Lemma 10.35, we obtain a uniform
remainder in ε for the oT,ε(λ

n−1) term if ε ≥ λ− 1
2 log λ.

By Corollary 10.50 and Proposition 10.42, the only remaining step in the proof
is to estimate µx

(
{ξ : 0 < |∇ξ t̃j(x, ξ)|2 < ε}

)
. One may regard this term as the

measure of ‘almost-loops’ at x, i.e., almost critical points of t̃(x, ξ).
For ξ ∈ S∗xM , define

(10.95)
V (x, ε) := µx{ξ : |∇ω t̃j(x, ξ)| ≤ ε} and µ(x, ε) := µx{ξ : 0 < |∇ξ t̃j | < ε}
We note that V (x, ε) is the integral of the characteristic function of closed set,

hence is USC (upper semi-continuous) while µ(x, ε) is the same for an open set and
is LSC (lower semi-continuous); by Fatou’s Lemma, the integral of an LSC function
is also LSC. If |Lx| = 0 they are equal and therefore are continuous at x. Thus,
the only possible points of discontinuity of µ(xj , ε) are the self-focal points xj . At
such a point, V (x, ε)− µ(x, ε) = |Lx|. We have,

(10.96) (i) µ(x, ε) ↓ 0 and (ii) V (x, ε) ↓
{

0, x 6= xj ,

|Lxj |, x = xj .

Obviously, the limit (ii) is not uniform. It is possible that (i) is uniform but this
depends on the properties of |∇ξ t̃j(x, ξ)| and does not generally hold for functions
on M of the type α(x, ε) = µx{0 < q(x, ξ) ≤ ε} where q(x, ξ) is smooth. For
instance, if q(x, ξ) is independent of ξ and equals d(x, x0) where x0 is a perfect self-
focal point (Lx = S∗xM), then α(x, ε) = |S∗xM | if 0 < d(x, x0) ≤ ε and α(x0, ε) = 0.
In our situation, where q(x, ξ) = |∇ξ t̃j(x, ξ)| this kind of behavior could occur if
the set of ε-‘almost critical points’ of t̃j(x, ξ) had measure bounded below by some
C0 > 0 for x along a sequence tending to the focal point x0 and if the almost-critical
set tends to the (punctured out) critical point set when ε = 0.

Since the possible geometric scenarios appears complicated, we work instead
on the complement of small balls around the self-focal points and apply the per-
turbation estimate of Proposition 10.47 inside the small balls.

10.8.3. Uniformity of the remainder ox,T (λn−1) in x. In this section we
prove that Rx,T (λ) = oT (λn−1) uniformly in x as long as there are only a finite
number N of self-focal points {xj}Nj=1. We may assume they are twisted.
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Proposition 10.51. Suppose that |Lx| = 0 except at a finite number of twisted
self-focal points {xj}Nj=1. Then, for any η > 0 there exists ε, T so that Rx,T (λn−1)
is ≤ η uniformly in x.

Proof. For δ > 0 let B(x, δ) denote the open ball of radius δ around x and
decompose

M =

 N⋃
j=1

B(xj , δ)

⋃M\ N⋃
j=1

B(xj , δ)


with δ > 0 to be chosen later. We refer to

⋃N
j=1B(xj , δ) as points ‘near’ the self-

focal points and its complement as points far from self-focal points, and work on
each set separately.

First consider the points ‘far’ from the self-focal points xj :

(10.97) x ∈M\
M⋃
j=1

B(xj , δ).

For x in this set, µ(x, ε) = V (x, ε) (see (10.95)), so they are continuous functions
on the closed set (10.97).

Lemma 10.52. For any δ > 0, µ(x, ε) = V (x, ε) → 0 uniformly in x ∈
M\⋃Mj=1Bδ(xj) as ε→ 0.

Proof. This follows from Dini’s theorem that a sequence of continuous (or just
usc functions) which decrease to a continuous (or just lsc function) do so uniformly.
V (x, ε) = µ(x, ε) is continuous on M\{xj}Mj=1 and it is clearly decreasing as ε→ 0

to 0 on M\⋃Mj=1Bδ(xj). �

To complete the proof of Proposition 10.51 we need uniformity on
⋃N
j=1B(xj , δ).

Lemma 10.53. For any η > 0 there exists T, δ, ε so that∫
Lx

∞∑
k=1

ρ̂

(
T

(k)
x (ξ)

T

)
Ux(λ)k1|dξ|+RT,x(λ) ≤ η

uniformly on
⋃N
j=1B(xj , δ).

Proof. It suffices to prove the statement for each ball B(xj , δ). But then
this follows from Proposition 10.42 and from Lemma 10.47. Indeed, the sum is
uniformly continuous on B(xj , δ), and by Proposition 10.42 the first term is ≤ η
for any given η at the center for sufficiently large T and zero elsewhere in the ball.
The value at any other point in the ball is therefore ≤ 2η by Proposition 10.47. �

This completes the proof of Proposition 10.51. �

Remark 10.54. Dini’s theorem does not apply to V (x, ε) on all of M . It would
apply to µ(x, ε) when this function is continuous, but we do not know if this occurs.
An interesting example might be a tri-axial ellipsoid, when x0 is an umbilic point.
The almost- return time t̃j(x, ξ) could probably be evaluated for x near x0 using
action-angle variables.

This completes the proof of Theorem 10.29 in the case where there are only
finitely many twisted self-focal points.
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10.9. Infinitely many twisted self-focal points

In this section, we modify the proof of Theorem 10.29 so that it applies to the
case of infinitely many self-focal points as long as there are only finitely many with
return time ≤ T for every T . According to Proposition 10.23, this occurs if all focal
points are twisted, as we may assume.

10.9.1. Case 3: For each T0 there are only finitely many T LT0
points.

In this case, we allow an infinite number of T L points but assume that, for any
T0 > 0 there are only finitely many, M(T0), T LT -points for T ≤ T0.

Lemma 10.55. If for all T0 > 0, the number #T LT0
= M(T0) < ∞, then the

statement of Proposition 10.42 is correct: for any η > 0 there exists T (η) such that
for T ≥ T (η),

1

T

∞∑
k=1

∫
LxM

ρ̂

(
T

(k)
x (ξ)

T

)
Ux(λ)k1|dξ| ≤ η.

Proof. We first consider the M(T0) points in T LT0
Since T0 are fixed but T

is free to vary, we can use the hypothesis that the ergodic means tend for each x to
zero to choose T large enough so that

(10.98) max
x∈T LT0,

∣∣∣∣∣ 1

T

∫
Lx

T∑
k=1

ρ̂(
T

(k)
x (ξ)

T
)Ukx · 1|dξ|

∣∣∣∣∣ ≤ η.
We then consider x ∈ T L\T LT0

.
Given any small η we first pick T0 so that 1

T0
≤ η. Since Tx(ξ) ≥ T0 > 0, when

x /∈ T LT0
lies in the second set, T (k) ≥ kT0 and T

(k)
x (ξ) ≤ T =⇒ k ≤ T

T0
. If

follows that for all T > 0 and x ∈ T L\T LT , we have

(10.99)
1

T

∞∑
k=1

∫
LxM

ρ̂

(
T

(k)
x (ξ)

T

)
Ux(λ)k1|dξ| ≤ 1

T

T
T0∑
k=1

〈Ukx1, 1〉 ≤ 1

T0
≤ η.

Combining the two inequalities (10.98) and (10.99), it follows that for any η > 0
we can pick T sufficiently large so that for all x, the inequality of (10.99) is correct,
proving the Lemma. �

We further need to generalize Proposition 10.51 to this case.

Proposition 10.56. Suppose that for each T > 0 the number of self-focal
points with return time ≤ T is finite. Then, for any η > 0 there exists ε, T so that
Rx,T (λn−1) is ≤ η uniformly in x.

For each T , we split the {xj} into two families, the finite set {xj}M(T )
j=1 ⊂ LT

and the infinite number {yj} ∈ L\LT . We then break up M =
⋃M(T )
j=1 Bδ(xj) and

its complement.
By Proposition 10.42, we have:

Lemma 10.57. If r(x, xλ) ≤ Cδ(λ) with δ(λ) = o(1) and if x is a T L point
then for any η > 0, there exists T, ε so that

|R(λ, x, T ) ≤ η + o(1)

Lemma 10.58. Assume that
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• Ux has no invariant L2 function for any x.
• For any T there exist a finite number M(T ) of self-focal points with first

return time ≤ T .

Then for any η > 0, there exists T, ε so that

|R(λ, x, T, ε)| ≤ C

T
+ oT (1) + η

as λ→∞, where C and oT (1) are independent of x and λ.

Proof. By Lemma 10.55, the second hypothesis implies that, for any δ > 0,
there exists ε0 and a uniform constant C > 0 so that so that for ε ≤ ε0

1

T

∑
k

|Rk(λ, x, T )| ≤
(

1

T

∑
k

ρ̂

(
kτ0
T

))
V (x, ε) ≤ Cη

uniformly in x ∈M\⋃Mj=1Bδ(xj) as ε→ 0. Also, limε→0 supx T̃ε(x) = 0. The same
estimate holds at self-focal points with return time ≥ T by §10.9.1. This is stronger
than the stated conclusion on the designated set. We therefore may assume in the

rest of the proof that x ∈ ⋃Mj=1Bδ(xj).

But then let δλ = d(xλ, xk)→ 0 and apply Lemma 10.57 and Proposition 10.42
to conclude the proof. �

To complete the proof of Theorem 10.29 we prove

Lemma 10.59. Let x ∈ T L\T L. Then for any η > 0 there exists r(x, η) > 0
so that

sup
y∈B(x,r(x,η))

|R(λ, y, T )| ≤ η.

Indeed, let pj → x with T (pj) → ∞. Up to a uniform negligible term, the
remainder is given at each pj by (10.69). But for any fixed T , the first term
of (10.69) has at most one term for j sufficiently large. Since the remainder is
continuous, the remainder at x is the limit of the remainders at pj and is therefore
O(T−1) +O(λ−1).

By the perturbation estimate, one has the same remainder estimate in a suf-
ficiently small ball around x. The first term (10.82) is Ux(λ)1. The sum in
Lemma 10.37 is studied in §10.7.

10.10. Dynamics of the first return map at a self-focal point

This section is purely dynamical. We consider the geometry of first return maps
fixing an L1 invariant measure in the real analytic case.

10.10.1. Real analytic surfaces: Proof of Proposition 10.19. We may
assume with no loss of generality that M is diffeomorphic to S2. We also assume
that Φp is real analytic, since that is the case in our setting; most of the statements
below are true for smooth circle maps.
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10.10.1.1. Orientation preserving case. First let us assume that Φp is orienta-
tion preserving. Then it has a rotation number. We recall that the rotation number
of a circle homeomorphism is defined by

r(f) =

(
lim
n→∞

Fn(x)− x
n

)
mod 1.

Here, F : R→ R is a lift of f , i.e., a map satisfying F (x+ 1) = F (x) and f = π ◦F
where π : R→ R/Z is the standard projection. The rotation number is independent
of the choice of F or of x. It is rational if and only if f has a periodic orbit.

Lemma 10.60. The rotation number of Φp is either 0 or π.

Proof. For a circle homeomorphism, the rotation number τ(f−1) is always
−τ(f). Since Φp is reversible, τ(Φp) = −τ(Φp), i.e. its rotation number can only
be 0, π. �

Lemma 10.61. Φ2
p has fixed points.

Proof. The rotation number of Φ2
p is 0. But it is known that τ(f) = 0 if and

only if f has a fixed point. See [Fr, Theorem 2.4]. �

We now complete the proof that Φ2
p = Id if Φp is orientable. Since Φp is real

analytic, this is the case if Φ2
p has infinitely many fixed points, so we may assume

that Fix(Φ2
p) is finite (and non-empty). We write # Fix(Φ2

p) = N and denote the
fixed points by pj .

If N = 1, i.e. Φ2
p has one fixed point Q, then S1\{Q} is an interval and Φ2

p is
a monotone map of this interval. So every orbit is asymptotic to the fixed point of
Φ2
p.

Let µ be the L1 invariant measure for Φ2
p and let K = suppµ. We can decom-

pose K into N subsets Kj such that Φ2
p(Kj)→ pj . Kj is the basin of attraction of

pj .
Then

µ(Kj) = µ(Φ2p(K)j)→ µ({pj}).
But pj ∈ Kj so it must be that Kj = {pj}. This shows that µ cannot be L1,
concluding the proof.

10.10.1.2. Orientation reversing case. The square η2
p of an orientation reversing

diffeomorphism of S∗pS
2 is an orientation preserving diffeomorphism. If ηp preserves

the measure dµ then so does η2
p. Thus we reduce to the orientation preserving case.

10.11. Proof of Proposition 10.20

In this section we consider the case of a perfect self-focal point z, e.g. in the
real analytic case. The main point is that the flow-out of S∗zM is an embedded
Lagrangian submanifold CT invariant under the geodesic flow. We will explain how
to associate quasi-modes to this Lagrangian submanifold. It is an open problem to
relate these quasi-modest to the sequence of eigenfunctions of maximal sup norm
growth. For instance the ‘micro-local’ defect measures (or quantum limits) of such
a sequence ‘should’ have the natural invariant Lebesgue measure on CT as a compo-
nent. We only sketch the proof because our motivation is to pose a problem rather
than to solve one.
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Since z is a perfect self-focal point, i.e., Lz = S∗zM the geodesic flow induces
a smooth first return map. Let CT denote the mapping cylinder of GTz , namely

(10.100) CT = S∗zM × [0, T ]/ ∼= where (ξ, T ) ∼= (GTz (ξ), 0).

The CT is a smooth manifold. It naturally fibers over S1 by the map

π : CT → S1, π(ξ, t) = t mod 2πZ.

Proposition 10.62. Let (M, g) be an n-dimensional Riemannian manifold,
and assume that it possesses a blow down point z. Let ι : CT → T ∗M be the map

ιz(ξ, t) = Gt(z, ξ).

Then ι is a Lagrange embedding whose image is a geodesic-flow invariant Lagrangian
manifold, Λz, diffeomorphic to S1 × Sn−1 ' CT .

Proof. We let ω denote the canonical symplectic form on T ∗M . Then, under
the map

ιx : S1 × S∗xM → T ∗M, ι(t, x, ξ)→ Gt(x, ξ),

we have
ι∗ω = ω − dH ∧ dt, H(x, ξ) = |ξ|g.

The map ιz is the restriction of ι to R × S∗zM . Since dH = 0 on S∗M and ω = 0
on S∗xM, the right side equals zero.

Thus, ιx is a Lagrange immersion. To see that it is an embedding, it suffices
to prove that it is injective, but this is clear from the fact that Gt has no fixed
points. �

Let αΛ denote the action form α = ξ · dx restricted to Λ. Also, let mΛ denote
the Maslov class of Λ. A Lagrangian Λ satisfies the Bohr-Sommerfeld quantization
condition if

(10.101)
rk
2π

[αΛ] ≡ mΛ

4
mod H1(Λ,Z),

where

rk =
2π

T
(k +

β

4
),

with β equal to the common Morse index of the geodesics Gt(z, ξ), ξ ∈ S∗zM.

Proposition 10.63. Λz satisfies the Bohr-Sommerfeld quantization condition.

Proof. We need to identify the action form and Maslov class.

Lemma 10.64. We have:

(1) ι∗zαΛ = dt.

(2) ι∗zmΛz = β
T [dt].

Proof. For (1), let ξH denote the Hamiltonian vector field of H. Since
(Gt)∗α = α for all t, we may restrict to t = T and to S∗zM to obtain (GTz )∗α|S∗zM =
α|S∗zM . But clearly, ξ · dx|S∗zM = 0.

For (2), recall that mΛz ∈ H1(Λz,Z) gives the oriented intersection class with
the singular cycle Σ ⊂ Λz of the projection π : Λz → M. Given a closed curve α
on Λz, we deform it to intersect Σ transversely and then

∫
α
mΛz is the oriented

intersection number of the curve with Σ. Our claim is that
∫
α
mΛz = β where β is

the common Morse index of the (not necessarily smoothly) closed geodesic loops
γξ(t) = Gt(z, ξ), ξ ∈ S+

z M.
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The inverse image of the singular cycle of Λz under ιz consists of the following
components:

ι−1
z Σ = S∗zM ∪ Conj(z),

where

Conj(z) = {(t, ξ) : 0 < t < T, ξ ∈ S∗z , |det dz exp tξ| = 0}
is the tangential conjugate locus of z. All of S∗zM consists of self-conjugate vectors
at the time T .

If dimM ≥ 3, thenH1(CT ,Z) = Z is generated by the homology class of a closed
geodesic loop at z and in this case

∫
α
mΛz = β by definition of the Morse index. If

dimM = 2, then H1(CT ,Z) has two generators, that of a closed geodesic loop and
that of S∗zM. The value of mΛz on the former is the same as for dimM ≥ 3, so it
suffices to determine

∫
S∗zM

mΛz . To calculate the intersection number, we deform

S∗zM so that it intersects ι−1
z Σ transversely. We can use GεS∗zM as the small

deformation, and observe that it has empty intersection with ι−1
z Σ for small ε since

the set of conjugate times and return times have non-zero lower bounds. �

The Lemma immediately implies (10.101), completing the proof. �

We now complete the proof of Proposition 10.20. By assumption there exists
an invariant density ν for Φx on S∗xM . Let us further assume that it is C1. Then
we can construct an invariant C1 density on CT in the parametrizing S∗z × [0, T ]
as ν ⊗ dt. It is well-defined and smooth on the quotient since the identification
(ξ, T ) ' (Φxξ, 0) preserves ν.

Since CT satisfies the Bohr-Sommerfeld conditions, one can ‘quantize’ the in-
variant density as a semi-classical sequence {uk} with microsupport on CT , i.e
construct an oscillatory integral whose phase parametrizes CT locally and whose
amplitude equals the invariant density. The construction is explained in detail in
[Dui74, CdV] and will not be repeated here. Only the eikonal and first transport
equation are satisfied, and then one has(

∆ +

(
2π

T
k +

β

4

)2)
uk = O(1), k →∞.

10.12. Uniformly bounded orthonormal basis

At the opposite extreme from seeking eigenfunctions which optimize the Lp-
inequalities, we consider (M, g) possessing sequences of eigenfunctions which min-
imize the functionals `p (10.5). In particular, we ask for which (M, g) does there
exist an orthonormal basis of eigenfunctions with uniformly bounded L∞ norms?
For which does there exist any orthonormal sequence of eigenfunctions (possibly
sparse) with uniformly bounded L∞ norms.

There are almost no results on this problem. It would also be interesting to
add the condition that λ−1

j ∇ϕj are uniformly bounded. To our knowledge the
only result pertains to the quantum integrable case. In the following section we
will review a quantitative solution to this problem for integrable systems. In this
section we only point out an obvious necessary dynamical condition. At the present
time there do not exist results on the dynamical problem that can be used for the
eigenfunction problem.
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Lemma 10.65. Suppose that {ϕj} is an orthonormal basis of eigenfunctions for
(M, g) with ‖ϕj‖L∞ ≤ Cg for all k. Then {ϕ2

j} is weakly pre-compact in L1 and each

converging sequence ϕ2
jk
→ g (weakly) has the property that

∫
E
ϕ2
jk
dVg →

∫
E
g dVg

for any Borel set E. Moreover, any weak* limit (defect measure) of its microlocal
lifts is an invariant measure for the geodesic flow on S∗M whose projection to M
has a bounded density relative to dVg.

Proof. The sequence ϕ2
j is uniformly integrable and has bounded L1 norms,

hence is weakly compact in L1 by the Dunford-Pettis theorem.
The assumption implies that

∫
M
f |ϕj |2 dV ≤ C

∫
M
|f | dV for any f ∈ L∞(M).

Any weak* limit µ of the microlocal lifts satisfies
∫
|f |dµ ≤ C

∫
|f | dV for f ∈

L∞(M). But this implies that π∗dµ ≤ CdV . �

The conclusion implies that∫
B(r,p)

|ϕj |2 dV ≤ Crn, n = dimM

and similarly for the projection of any weak* limit.
The Lemma gives a very strong condition on the sequence of eigenfunctions,

but there do not seem to exist results constraining Riemannian manifolds whose
invariant measures project to measures on M with bounded densities except in
completely integrable cases, where M can only be a flat torus. Furthermore, we do
not see how to rule out that the microlocal lifts of the orthonormal basis is QUE,
i.e. has one limit measure, nor that the limit is Liouville measure (whose projection
is dVg). As mentioned earlier, as far as we know at this time of writing, QE might
be a generic property among Riemannian manifolds.

10.13. Appendix: Integrated Weyl laws in the real domain

The geodesic flow Gt of (M, g) of a real analytic Riemannian manifold is of one
of the following two types:

(1) aperiodic: The Liouville measure of the closed orbits of Gt, i.e. the set of
vectors lying on closed geodesics, is zero; or

(2) periodic = Zoll: GT = id for some T > 0; henceforth T denotes the
minimal period. The common Morse index of the T -periodic geodesics
will be denoted by β.

In the real domain, the two-term Weyl laws counting eigenvalues of
√

∆ are
very different in these two cases.

(1) Let Iλ = [0, λ] and let N(λ) =
∫
M

ΠIλ(x, x)dV (x). In the aperiodic case,
the Duistermaat-Guillemin-Ivrii two term Weyl law states

N(λ) = #{j : λj ≤ λ} = cm V ol(M, g) λm + o(λm−1)

where m = dimM and where cm is a universal constant.
(2) In the periodic case, the spectrum of

√
∆ is a union of eigenvalue clusters

CN of the form

(10.102) CN = {(2π

T
)(N +

β

4
) + µNi, i = 1 . . . dN}

with µNi = 0(N−1). The number dN of eigenvalues in CN is a polynomial
of degree m− 1.
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In the aperiodic case, we can choose the center of the spectral interval Iλ arbitrarily.
In the Zoll case we center it along the arithmetic progression { 2π

T )(N + β
4 )}. We

refer to [Bes, Hor2, SaV] for background and further discussion.
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[BoSj] L. Boutet de Monvel and J. Sjöstrand, Sur la singularité des noyaux de Bergman et de
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CHAPTER 11

Quantum Integrable systems

Roughly speaking, there are only two types of dynamical systems whose eigen-
functions are well understood: the ergodic ones and the integrable ones. The
eigenfunctions of the two types exhibit almost opposite behavior: eigenfunctions
of ergodic systems are diffuse, while eigenfunctions of integrable systems localize
in phase space. In this section we study eigenfunctions in the integrable case. Al-
though very special, integrable systems supply microlocal approximations for any
dynamical system near an invariant submanifold (known as Birkhoff normal forms).

We recall that ∆ is quantum completely integrable (QCI) if there exist n =
dimM number of first-order analytic pseudo-differential operators P1 =

√
−∆, P2 . . . , Pn

of order one such that

(11.1) [Pi, Pj ] = 0 for all i, j = 1, . . . , n

and whose symbols p1, . . . , pn satisfy the non-degeneracy condition

(11.2) dp1 ∧ dp2 ∧ · · · ∧ dpn 6= 0 on a open dense set Ω ⊂ T ∗M − 0.

We are assuming that P1 =
√
−∆, but it is often simpler to assume that

√
−∆

is some other function Ĥ(P1, . . . , Pm). Note that the symbols must Poisson com-
mute, {pi, pj} = 0, i.e., the associated geodesic flow is completely integrable in the
classical sense. Simple examples of QCI Laplacians in dimension two include flat
tori, surfaces of revolution, ellipsoids, and Liouville tori (for background and refer-
ences see [T2, TZ1]). There are many further examples if one considers quantum
integrable Schrödinger operators (see e.g. [He, T2, T3, T1]), but for the sake of
brevity we only consider Laplacians here.

11.1. Classical integrable systems

A completely integrable system is defined by an abelian subalgebra

(11.3) p = R{p1, . . . , pn} ⊂ (C∞(T ∗M − 0), {, }).
Here, {, } is the standard Poisson bracket. We assemble the generators into the
moment map

(11.4) P = (p1, . . . , pm) : T ∗M → B ⊂ Rn.

The Hamiltonians pj generate the Rn-action

(11.5) Φt(x, ξ) := exp(t1Ξp1) ◦ · · · ◦ exp(t1Ξpm)(x, ξ), t = (t1, . . . , tm),

We denote Φt-orbits by Rn · (x, ξ). By the Liouville-Arnold theorem [AM], the
orbits of the joint flow Φt are diffeomorphic to Rk×Tm for some (k,m), k+m ≤ n.
We now consider level sets P−1(b) of the moment map and their decompositions
into orbits.

245



246 11. QUANTUM INTEGRABLE SYSTEMS

First, we suppose that b is a regular value. Since P is proper, a regular level
has the form

(11.6) P−1(b) = Λ(1)(b) ∪ · · · ∪ Λ(mcl)(b), (b ∈ Breg)

where each Λ(l)(b) ' Tn is an n-dimensional Lagrangian torus. Here, mcl(b) =
#P−1(b) is the number of orbits on the level set P−1(b). In sufficiently small
neighborhoods Ω(l)(b) of each component torus, Λ(l)(b), the Liouville-Arnold theo-

rem also gives the existence of local action-angle variables (I
(l)
1 , ..., I

(l)
m , θ

(l)
1 , ..., θ

(l)
m )

in terms of which the joint flow of Ξp1
, ...,Ξpm is linearized [AM].

Now let us consider singular levels of the moment map and singular orbits of
the Rn-action. We use the following notation:

Definition 11.1.

• A point (x, ξ) is called a singular point of P if dp1 ∧ · · · ∧ dpn(x, ξ) = 0.
• A level set P−1(c) of the moment map is called a singular level if it contains

a singular point (x, ξ) ∈ P−1(c). (We then say c is a singular value and
write c ∈ Bsing.)

• A connected component of P−1(c) is a singular component if it contains
a singular point.

• An orbit Rn · (x, ξ) of Φt is singular if it is non-Lagrangian, i.e., has
dimension < n;

Suppose that c ∈ Bsing. We first decompose the singular level

(11.7) P−1(c) =

r⋃
j=1

Γ
(j)
sing(c)

into connected components Γ
(j)
sing(b) and then decompose each component into or-

bits:

(11.8) Γ
(j)
sing(c) = ∪pk=1R

n · (xk, ξk).

Both decompositions can take a variety of forms. The regular components Γ
(j)
sing(b)

must be Lagrangian tori. Under a non-degeneracy assumption (see Definition 11.2),
the singular component consists of finitely many orbits. The orbit Rn · (x, ξ) of a
singular point is necessarily singular, hence has the form Rk × Tm for some (k,m)
with k+m < n. Regular points may of course also occur on a singular component;
their orbits are Lagrangian and can take any one of the forms Rk × Tm for some
(k,m) with k +m = n.

Now let v ∈ P−1(c) and assume the orbit Rn · (v) := {exp t1Ξp1
◦ · · · ◦

exp tkΞpk(v) : t = (t1, ..., tk) ∈ Rn} is compact and of rank k in the sense that

(11.9) rank(dp1, ..., dpn)|v = rank(dp1, ..., dpk) = k < n.

Following [E1, p. 9], we observe that the Hessians d2
vpj determine an abelian sub-

algebra

(11.10) d2
vp ⊂ S2(K/L, ωv)

∗

of quadratic forms on the reduced symplectic subspace K/L, where we put

(11.11) K =

n⋂
i=1

ker dpi(v), L = span{Ξp1(v), . . . ,Ξpn(v)}.
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Definition 11.2 ([E1]). The orbit Rn · v is said to be non-degenerate of rank
k if d2

vp is a Cartan (i.e., maximally abelian) subalgebra of S2(K/L, ωv)
∗.

Actually, this definition is (superficially) more general than the one in [E1,
p. 6], since Eliasson assumes through most of [E1] that the subalgebra is elliptic
(in a sense we describe below). However, most of Eiliasson’s ideas apply to generic
integrable systems where the Cartan subalgebra is of mixed type, with real or
complex hyperbolic generators as well as elliptic ones, as discussed in the last section
of [E1] and in [E2]. Also, our assumption that (11.10) is a CSA is somewhat
stronger than in [E1].

The definition can be rephrased in terms of reduced Hamiltonian systems, as
follows. First, there is a singular Liouville-Arnold theorem which produces action
variables conjugate to the angle variables on the singular orbit. As in (11.9), we
choose indices so that dp1, ..., dpk are linearly independent everywhere on Rn · (v0).
The singular Liouville-Arnold theorem [AM] states that there exists local canonical
transformation

(11.12) ψ = ψ(I, θ, x, y) : R2n → T ∗M − 0,

where
(11.13)
I = (I1, ..., Ik), θ = (θ1, ..., θk) ∈ Rk, x = (x1, ..., xn−k), y = (y1, ..., yn−k) ∈ Rn−k

defined in an invariant neighborhood of Rn · (v) such that

(11.14) pi ◦ ψ = Ii (i = 1, ..., k)

and such that the symplectic form ω on T ∗M takes the form

(11.15) ψ∗ω =

k∑
j=1

dIj ∧ dθj +

n−k∑
j=1

dxj ∧ dyj .

As for the remaining Hamiltonians pj , there exist constants cij with i = k +
1, ..., n and j = 1, ..., k, such that at each point of the orbit, Rn · (v),

(11.16) dpi =

k∑
j=1

cijdpj .

Since dp1, ..., dpk are linearly independent in a sufficiently neighborhood U of v ∈
P−1(c), the action of the flows corresponding to the Hamilton vector fields, Ξp1

, ...,Ξpk
generates a symplectic Rk action on P−1(c0)∩U . We reduce U with respect to the
partial moment map I := (I1, . . . , Ik)(= (p1, . . . , pk)), i.e., we take {I = 0} and
divide by the Hamiltonian flow. This produces a 2(n − k)-dimensional symplectic
manifold

(11.17) Σk := P−1(c0) ∩ U/Rk,
with the induced symplectic form σ. We will denote the canonical projection map
by:

(11.18) πk : P−1(c0) ∩ U −→ Σk.

Since {pi, pj} = 0 for all i, j = 1, ..., n, it follows that pk+1, ..., pn induce C∞

functions on Σk, which we will, with some abuse of notation, continue to write as
pk+1, ..., pn. From (11.16), it follows that

(11.19) dpi(πk(v)) = 0 (i = k + 1, ..., n).
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Here, we denote the single point πk(Rn · (v)) by πk(v). We thus obtain an abelian
subalgebra pred = R{pk+1, ..., pn} of (C∞(Σk), {, }) equipped with the Poisson
bracket defined by σ, consisting of functions with a critical point at πk(v). Equiv-
alent to Definition 11.2 is:

Definition 11.3. The orbit Rn · v is non-degenerate of rank k if d2
vpred is a

maximally abelian subalgebra of (C∞(Σk), {, }).

11.2. Normal forms of integrable Hamiltonians near non-degenerate
singular orbits

Eliasson’s normal form theorem for completely integrable systems near a com-
pact non-degenerate singular orbit Λ ⊂ P−1(c) of rank k expresses the Hamiltonians
pj in terms of the linear action variables Ik of (11.14) and of additional action vari-
ables in the symplectic transversal (or reduced space). Before stating the normal
form theorem, we recall the definitions of the action variables.

Let Q(2m) denote the Lie algebra of quadratic forms on R2m equipped with
its standard Poisson bracket. It contains the following special elements (action
variables):

• (i) Real hyperbolic: Ihi = xiξi;
• (ii) Elliptic: Iei = x2

i + ξ2
i ;

• (iii) Complex hyperbolic: Ichi = xiξi+1 − xi+1ξi +
√
−1(xiξi + xi+1ξi+1).

Let us call the reduced (or transversal) Hamiltonian system around the equi-
librium point (or singular orbit) non-degenerate elliptic, if it is non-degenerate in
the sense of Definitions 11.2 and 11.3 and if the generators of d2

vpred are elliptic as
in (ii). Elliason’s elliptic normal form theorem states that in this non-degenerate
elliptic case, there exists a local symplectic diffeomorphism

(11.20) κ : V → U, κ(T k × {0}) = Rn · v
from a neighborhood V of Tk × 0 in T ∗(Tk × Rn−k) to a neighborhood U of the
orbit and a locally defined C∞ function f : (Rn, 0)→ (R, 0) such that

(11.21) pi ◦ κ−1 − ci = f(Ie1 , ..., I
e
n−k, I1, ..., Ik).

Here, Tk is the standard k-dimensional torus.
There is a corresponding normal form theorem in the hyperbolic case or in the

case of mixed elliptic-hyperbolic systems. The statement and proof are alluded
to in [E1] and discussed in detail in [E2]. We let 2m = 2(n − k) = dimK/L as
above. By our assumption, the sub-algebra d2

vp is a Cartan subalgebra of Q(2m).
By simultaneously diagonalizing the quadratic forms, we can find a basis of d2

vp
consisting of generators of the above types. The normal form theorem on the re-
duced (or transversal) space now states that there exists a locally-defined canonical
mapping κ : U → U0 from a small neighborhood U of πk(v) ∈ Σk to a neighborhood
U0 of 0 ∈ R2m, with the property that

(11.22) {pi ◦κ−1, Iej } = {pi ◦κ−1, Ihj } = {pi ◦κ−1, Ichj } = 0 for all i, j = 1, . . . , n.

Here, pj are actually the functions induced by pk+1, . . . , pn on Σk. By making a
second-order Taylor expansion about Ie = Ich = Ih = 0, it follows from (11.22) that
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for all i = 1, ..., n, there locally exist Mij ∈ C∞(U0) with {Iei ,Mij} = {Ihi ,Mij} =
{Ichi ,Mij} = 0 such that

(11.23) pi ◦ κ−1 − ci =

H∑
j=1

Mij · Ihj +

H+L+1∑
j=H+1

Mij · Ichj +

n∑
j=H+L+1

Mij · Iej .

Non-degeneracy is easily seen to be equivalent to

(11.24) (Mij)(0) ∈ Gl(n;R).

Here Ih := (Ih1 , ..., I
h
H), Ich := (IchH+1, ..., I

ch
H+L+1) and Ie := (IeH+L+2, ..., I

e
n−k)

denote the elements defined above and I := (I1, ..., Ik) are momentum coordinates
of T ∗(Tk). The Mij Poisson-commute with all the action functions.

The proof of (11.23) is similar to the elliptic case in [E1]; for discussion of
how the results can be extended to mixed elliptic-hyperbolic systems we refer to
[E1, E2, CdVP, NV].

11.3. Joint eigenfunctions

We now return to quantum integrable systems defined by commuting operators
(11.1). We denote by {ϕα} an orthonormal basis of joint eigenfunctions,

(11.25) Pjϕα = αjϕα, 〈ϕα, ϕα′〉 = δα,α′

of the Pj and the joint spectrum of (P1, . . . , Pm) by

(11.26) spec(P1, . . . , Pm) = Σ := {α := (α1, ..., αm)} ⊂ Rm.

The eigenvalues of
√
−∆ are thus of the form H(µ) with µ ∈ Σ and the multiplicity

of an eigenvalue is the number of µ with a given value of H(µ). We refer to the spe-
cial joint eigenfunctions (11.25) as the QCI eigenfunctions. The QI eigenfunctions
are complex-valued and we consider the nodal sets

(11.27) {Re(ϕα) = 0}, {Im(ϕα) = 0}
of their real or imaginary parts. Note that the complex QI eigenfunctions might
have empty nodal sets, e.g., ei〈x,k〉 have no zeros on a flat torus (and its complex-
ification). We partially characterize the QI systems with this property. It is also
both interesting and difficult to consider nodal sets of all (−∆)-eigenfunctions in
cases where the spectrum has high multiplicity.

The nodal hypersurfaces of the the QI eigenfunctions can sometimes be deter-
mined by separation of variables, i.e., if there exists a coordinate system in which
one can separate variables in −∆ and express ϕα as a product of one dimensional
functions satisfying a one dimensional differential equation. The nodal sets in both
the real and complex domain are then unions of the nodal sets of the factors and
the nodal distribution problem becomes a much simpler and classical problem of
locating the zeros of eigenfunctions of a one dimensional equation. But it is un-
known whether QCI systems always admit separation of variables and our methods
do not involve reductions to one dimensional problems.

We further restrict to the “quantum toric integrable case”. Although such
systems are rare, the techniques and results in these model cases indicate the results
for more general QCI systems. Our main results give the limit distribution of the
normalized complex nodal currents along “ladders” or “rays” of joint eigenvalues.
Before stating the results, we recall the definition of ladders.
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11.4. Quantum toral integrable systems

Definition 11.4. The Laplacian ∆ of a compact, Riemannian n-manifold
(M, g) is quantum torus integrable if there exist generators Îj of the ring of commut-

ing first order pseudo-differential operators with the property that e2πiÎj = νjId
for some constant νj of modulus one.

Such generators are known as quantum action operators. We refer to [CdV1,
TZ1] for background on the definition and also for the following

Toric integrable systems are always toric on the quantum level in the following
sense: One can choose generators Î1, . . . , Îm of the algebra of pseudo-differential
operators commuting with ∆ whose exponentials generate a unitary representation
of Tm on L2(M), at least up to scalars. That is, the joint spectrum is contained in
an off-set of a conic subset Λ of a lattice,

(11.28) spec(Î1, . . . , Îm) = Λ + ν ⊂ Zm + ν,

where ν ∈ (Z/4)m is a Maslov index. For instance in the case of the standard S2 one
can choose generators whose spectrum is the set {(m,n+ 1

2 ) : −n ≤ m ≤ n, n ≥ 0}.
Semiclassical limits are taken along ladders in the joint spectrum. In the case

of general Rm action, we define for a fixed b = (b1, b2, ..., bm) ∈ Rm, a ladder of
joint eigenvalues of P1 =

√
−∆, P2, ..., Pm by

(11.29)

Lb := {(λ1k, ..., λmk) ∈ spec(P1, ..., Pm) : lim
k→∞

λjk
|λk|

= bj for all j = 1, . . . ,m},

where |λk| :=
√
λ2

1k + ...+ λ2
mk.

In the case of quantum torus actions, we define rational ladders by

(11.30) Lα = Rα+ ν, (α ∈ Λ).

Thus, rational rays consist of multiples of a given lattice point. The definition
extends to any point α in B + ν. We only prove limit formulae for rational rays
but the same proof works with no essential change for all ladders; see [STZ] for the
necessary modifications.

We refer to a ladder as a regular ladder if P−1(α) is a regular level, and as a
singular ladder if P−1(α) is a singular level. In this article we only consider limit
distribution along ladders for regular levels. In §13.7.6 we show that the results are
in fact different for singular ladders (see the example of highest weight spherical
harmonics).

Restricting this Fourier integral Tm action to a ladder L = Nα is a special case
of homogeneous quantization and ladder representations of Guillemin-Sternberg
[GS]. It follows from the abelian Tm case of of [GS, Theorem 6.7] that the ladder
projector for the ladder L = Nα

πL(x, y) =

∞∑
k=1

ϕkα(x)ϕkα(y)

is a homogeneous Fourier integral operator associated to the canonical relation

Z ×π Z = Γ′ ◦ ΛL,

where Z = I−1(Rα) is a co-isotropic submanifold of T ∗M and Z ×π Z is the set of
pairs (z, z′) with z ∼ z′, i.e., which lie on the same leaf of its null-foliation, given
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in the Abelian case by the full Tm action. Also, ΛL is the character Lagrangian,
i.e., the wave front set of the ladder character χL(t) =

∑∞
k=1 e

ik〈α,t〉 (see [GS,
Theorem 6.3]). Further it follows by [GS, Corollary 6.10] that W (t)πL is a ladder
representation of Tm by Fourier integral operators associated to the composition

Γ′ ◦ (Z ×π Z) = {(t, rα, z,Φt(z
′)) : z ∼ z′, I(z) = rα}.

To determine growth rates of ϕkα in the real and complex domains, we employ
semi-classical versions of this result. Concretely, we construct oscillatory integrals
representations of the L2-normalized joint eigenfunctions by Fourier analysis on the
torus:

(11.31) ϕkα(x)ϕkα(y) =

∫
Tm

W (t, x, y)e−2πik〈(α+ν),t〉 dt.

Proposition 11.5. If ∆ is quantum torus integrable, then there exists a unitary
Fourier integral representation (11.33)

W (t1, . . . , tn) : Tn → U(L2(M)), W (t1, . . . , tn) = ei(t1Î1+...tnÎn)

of the n-torus and a symbol Ĥ ∈ S1(Rn − 0) such that
√
−∆ = Ĥ(I1, . . . , In).

The Schwartz kernel of the quantum torus action W (t) =
∏m
j=1 e

itj Îj is a

Fourier integral representation of Tm on L2(M). It has the eigenfunction expansion,

(11.32) W (t, x, y) =
∑
α∈Λ

e2πi〈(α+ν),t〉ϕα(x)ϕα(y), t = (t1, . . . , tm)

and also an oscillatory integral representation

(11.33) W (t, x, y) =

∫
Rm

eiS(t,x,y,ξ)A(t, x, y, ξ)dξ,

where S is homogeneous of degree one in ξ and A is a classical symbol in ξ and the
‘moment Lagrangian’

(11.34) Γ := {(t,∇tS, x,∇xS, y,−∇xS) : ∇ξS(t, x, y, ξ) = 0} ⊂ T ∗(Tm×M ×M)

is the ‘space-time’ graph of the Hamiltonian torus action.
Combining (11.33) and (11.31), and changing variables ξ → kξ in (11.33), we

have

Lemma 11.6. For fixed y, the sequence {ϕkα(x)ϕkα(y)}∞k=1 is a semi-classical
Lagrangian distribution defined by an oscillatory integral with real phase S−〈α, t〉.
The critical point t occurs when ∇tS(t, x, y, ξ) = α and ∇ξS = 0, that is, if
(x,∇xS(t, x, y)) ∈ Λα.

The semi-classical Lagrangian distribution of Lemma 11.6 is the semi-classical
de-homogenization of the ladder projector πL. In effect, we compose πL with W (t)
to obtain the ladder representation and then integrate in t against e−ik〈t,α〉. This
operation can be viewed as the pushforward πt∗πLW (t). and

(11.35) {ϕkα(x)ϕkα(y)}∞k=1 ∈ O0(M ×M,Zα × Zα, kH(α)),

where

Zα ×π Zα = {(z, z′) : z, z′ ∈ I−1(α)}.
Here, O denotes the space of oscillatory integrals with respect to the given La-
grangian submanifold.
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The complication in applying this formalism is that it only provides asymptotics
for (x, y) which are real points in the classically allowed region, i.e. in image of the
natural projection π : Λα → M ×M . In effect, we need to analytically continue
homogeneous quantization into the complex domain. The generalization is carried
out in §14.

11.5. Lagrangian torus fibration and classical moment map

The inverse image of a point (x0, y0) of the triangular region under the moment
map is the set of points (x, ξ) such that (pθ(x, ξ), |ξ|) = (x0, y0). It is easy to see that
the inverse image is invariant under the x2-axis rotations and under the geodesic
flow, i.e., under the Hamiltonian flows of the components of the moment map. This
is a Lagrangian torus.

The boundary of the image is quite special: it corresponds to singular points
of the moment map, namely the equatorial geodesic, traversed in either of its two
orientations.

It is helpful (and accurate) to imagine Y km and its joint eigenvalue (m, k + 1
2 )

as corresponding to the torus with pθ(x, ξ) = m and |ξ| = k. If we rescale back to
S∗S2 this is pθ = m/k which defines a 2-torus.

For instance, the central axis is pθ = 0 and that corresponds to longitudinal
great circles, which depart from the north pole, converge at the south pole and then
return to the north pole. This is the picture of zonal spherical harmonics.

11.6. Lp norms of Quantum integrable eigenfunctions

In this section we continue the study of (mainly joint) eigenfunctions of quan-
tum integrable Laplacians begun in §11. The very special property of the joint
eigenfunctions is that they concentrate microlocally on level sets of the classical
moment map, and usually on one component (i.e., orbit of the joint Hamiltonian
flow). The geometry of the foliation by orbits has implications for the Lp norms of
the joint eigenfunctions. Roughly speaking, the Lp norm blows up along a sequence
of joint eigenfunctions if they localize along a level set which has a singular pro-
jection to the base. There are many possible types of singularities, some of which
must occur for any (or almost any) integrable system and others which are special.
The geometry of the level sets and the singularities of their projections accounts
for all known extremal phenomena regarding Lp norms of eigenfunctions, and this
motivates our attention to QI systems. Moreover, locally (or microlocally) around
a regular invariant set of the geodesic flow on any (M, g) the classical and quantum
systems are well approximated by a QI systems (its Birkhoff normal form).

11.6.1. Mass concentration on small length scales. All of the examples
we know where eigenfunctions saturate Lp bounds are QCI systems. These gener-
alize the example of flat tori, round spheres and ellipsoids. The importance of these
rare but special (M, g) is that they are computable and are most likely extremal
for Lp problems.

One extremal problem is to determine the Riemannian manifolds which possess
orthonormal bases of eigenfunctions with uniformly bounded L∞ norms. The fol-
lowing result from [TZ1] shows that flat tori are the unique minimizers in the class
of QCI systems. In the following, let L∞(λ, g), resp. `∞(λ, g) denote the maximum
(resp. minimum) L∞ norm among L2-normalized eigenfunctions of eigenvalue λ2.
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Theorem 11.7. Suppose that ∆ is a quantum completely integrable Laplacian
on a compact Riemannian manifold (M, g). Then

(a) If L∞(λ, g) = O(1) then (M, g) is flat.
(b) If `∞(λ, g) = O(1), then (M, g) is flat.

There exists a quantitative improvement giving blow-up rates for Lp norms
for QI eigenfunctions concentrating on singular level sets, i.e. level sets which are
not regular tori. These eigenfunctions are the extremals for Lp blow-up and mass
concentration. The following is proved in from [TZ2]:

Theorem 11.8. Suppose that (M, g) is a compact Riemannian manifold whose
Laplacian ∆ is quantum completely integrable. Then, unless (M, g) is a flat torus,
this action must have a singular orbit of dimension < n. If the minimal dimen-
sion of the singular orbits is `, then for every ε > 0, there exists a sequence of
eigenfunctions satisfying:‖ϕk‖L∞ ≥ C(ε)λ

n−`
2 −ε

k ,

‖ϕk‖Lp ≥ C(ε)λ
(n−`)(p−2)

2p −ε
k , 2 < p <∞.

• A point (x, ξ) is called a singular point of the moment map P if dp1∧· · ·∧
dpn(x, ξ) = 0;

• A level set P−1(c) of the moment map is called a singular level if it contains
a singular point (x, ξ) ∈ P−1(c);

• An orbit Rn · (x, ξ) of Φt is singular if it is non-Lagrangian, i.e., has
dimension < n.

The idea is to measure local L2 mass on shrinking tubes around special subsets
of M . They are the projections of special singular level sets of the moment map
of the underlying integrable system from S∗M → M . Except in the case of a flat
torus, singular levels such as closed geodesics always occur.

The mass in a shrinking tube can be calculating by using microlocal FIO’s to
conjugate to a quantum Birkhoff normal form around the level. This technique is
powerful and should have other applications to Lp norms, e.g. for proving upper
bounds.

11.7. Sketch of proof of Theorem 11.8

We sketch the mass estimates in shrinking tubes. We use semi-classical notation
~ = λ−1.

Let Λ := Rn·v be a compact, k < m-dimensional singular orbit of the Hamilton-
ian Rn-action generated by (p1, ..., pn). In this section, we study mass concentration
of modes in shrinking tubes of radius ∼ ~δ for 0 < δ < 1/2 around π(Λ) in M ,
where π : T ∗M −→M denotes the canonical projection map.

We denote by Tε(π(Λ)) the set of points of distance < ε from π(Λ). For
0 < δ < 1/2, we introduce a cutoff χδ1(x; ~) ∈ C∞0 (M) with 0 ≤ χδ1 ≤ 1, satisfying

• (i) suppχδ1 ⊂ T~δ(π(Λ));
• (ii) χδ1 = 1 on T3/4~δ(π(Λ));

• (iii) |∂αxχδ1(x; ~)| ≤ Cαh−δ|α|.
Under the assumption that Λ is an embedded submanifold of M , the functions

(11.36) χδ1(x; ~) = ζ1(~−2δd2(x, π(Λ)))
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are smooth on Tε(π(Λ)) and satisfy the conditions. Here, d(., .) is the Riemannian
distance function. Also, ζ1 ∈ C∞0 (R) with 0 ≤ ζ1 ≤ 1, ζ1(x) = 1 for |x| ≤ 3/4 and
supp ζ1 ⊂ (−1, 1).

Theorem 11.9. Let {ϕµ} edit must be associated to the level set Λ be a joint
eigenfunction of the QCI system. Then for any 0 ≤ δ < 1/2, (Op~(χδ1)ϕµ, ϕµ) �
| log ~|−m.

We briefly sketch the proof. Let χδ2(x, ξ; ~) ∈ C∞0 (T ∗M ; [0, 1]) be a second
cutoff supported in a radius ~δ tube, Ω(~), around Λ with Ω(~) ⊂ suppχδ1 and such
that χδ1 = 1 on suppχδ2. Then, clearly

(11.37) χδ1(x, ξ) ≥ χδ2(x, ξ),

for any (x, ξ) ∈ T ∗M . By G̊arding’s inequality, (11.37) implies

(11.38) (Op~(χδ1)ϕµ, ϕµ)� (Op~(χδ2)ϕµ, ϕµ).

We now conjugate to the model by ~-FIO. By Egorov’s theorem

(11.39) (Op~(χδ2)ϕµ, ϕµ) = |c(~)|2(Op~(χδ2 ◦ κ)uµ, uµ)− C3~1−2δ,

where c(~)uµ(y, θ; ~) is the microlocal normal form for the eigenfunction ϕµ. Under
reasonable geometric assumptions, |c(~)|2 � | log ~|−m.

This reduces things to calculating the matrix elements (Op~(χδ2◦κ)uµ, uµ) from
below in the model. But the matrix elements are now in terms of elementary model
eigenfunctions and the calculation has become easy. The normal form eigenfunc-
tions separate into a product of factors and one only has to calculate one (or two)
dimensional integrals. As an example, in the hyperbolic case the integral has the
form

Mh =
1

log ~

(∫ ∞
0

χ(~ξ/~δ)
∣∣∣∣∫ ∞

0

e−ixx−1/2+iλ/~χ(x/~δξ)dx
∣∣∣∣2 dξξ

)

≥ 1

C0
(log ~)−1

∫ ~δ−1

0

dξ

ξ

∣∣∣∣∣
∫ ~δξ

0

e−ixx−1/2+iλ/~dx

∣∣∣∣∣
2

+O(| log ~|−1)

� |Γ(1/2 + iλ/~)|2 (1− 2δ) +O(| log ~|−1) ≥ C(ε) > 0(11.40)

uniformly for ~ ∈ (0, ~0(ε)].

11.7.1. Completion of the proof of Theorem 11.8. The small scale mass
estimates immediately imply lower bounds on L∞ norms and Lp norms due to the
shrinking volumes of the tubes. For instance∫

M

|ϕµ(x)|2χδ1(x; ~) dV (x) ≤ sup
x∈T

h2δ (π(Λ))

|ϕµ(x)|2
∫
M

χδ1(x; ~) dV (x)

≤ ‖ϕµ‖2L∞ ·
∫
M

χδ1(x; ~) dV (x)(11.41)

and it follows from Lemma 11.9 that

(11.42) ‖ϕµ‖2L∞
(∫

M

χδ1(x; ~) dVol(x)

)
≥ C(ε)| log ~|−m,

uniformly for ~ ∈ (0, ~0(ε)]. Since

(11.43)

∫
M

χδ1(x; ~) dV (x) = O(~δ(n−`)),
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(11.42) implies

‖ϕµ‖2L∞ ≥ C(ε)~−
1
2 (n−`)+ε| log ~|−m.

Recalling that ~−1 ∈ {λj : λj ∈ spec(
√
−∆)}, this gives:

‖ϕλj‖L∞ ≥ C(ε)λ
n−`

4 −ε
j .

11.8. Mass concentration of special eigenfunctions on hyperbolic orbits
in the quantum integrable case

The mass profile of scarring eigenfunctions near a hyperbolic in the completely
integrable case is studied in [CdVP] on tubes of fixed radius and in [NV, TZ2]
on tubes of shrinking radius. Let γ ⊂ S∗M be a closed hyperbolic geodesic of
an (M, g) with completely integrable geodesic flow and for which ∆g is quantum
integrable (i.e., commutes with a maximal set of pseudo-differential operators; see
[TZ2] for background). We then consider joint eigenfunctions ∆g and of these
operators. It is known (see [TZ2, Lemma 6]) that there exists a special sequence
of eigenfunctions concentrating on the momentum level set of γ. We will call them
the γ-sequence.

Assume for simplicity that the moment level set of γ just consists of the orbit
together with its stable/unstable manifolds. Then it is proved in [TZ2] that the
mass of ϕµ in the shrinking tube of radius hδ around γ with δ < 1

2 is ' (1−2δ) (see
also [NV] for a closely related result in two dimensions). Thus, the mass profile of
such scarring integrable eigenfunctions only differs by the numerical factor (1− 2δ)
from the mass profile of Gaussian beams. The difference is that the ‘tails’ in the
hyperbolic case are longer. Also the peak is logarithmically smaller than in the
elliptic case (a somewhat weaker statement is proved in [TZ2]).

Let us state the result precisely and briefly sketch the argument. It makes an
interesting comparison to the situation discussed later on of possible scarring in the
Anosov case.

We denote by π : S∗M → M the standard projection and let π(γ) be the
image of γ in M . We denote by Tε(π(Λ)) the tube of radius ε around π(Λ). For
0 < δ < 1/2, we introduce a cutoff χδ1(x; ~) ∈ C∞0 (M) with 0 ≤ χδ1 ≤ 1, satisfying

• (i) supp χδc11
1 ⊂ T~δ(π(γ))

• (ii) χδ1 = 1 on T3/4~δ(π(γ)).

Theorem 11.10. Let γ be a hyperbolic closed orbit in (M, g) with quantum
integrable ∆g, and let {ϕµ} be an L2 normalized γ-sequence of joint eigenfunctions
Then for any 0 ≤ δ < 1/2 , lim~→0(Op~(χδ1)ϕµ, ϕµ) ≥ (1− 2δ).

11.8.1. Outline of proof of Theorem 11.10. For simplicity we assume
dimM = 2. Let χδ2(x, ξ; ~) ∈ C∞0 (T ∗M ; [0, 1]) be a second cutoff supported in a ra-
dius ~δ tube, Ω(~), around γ with Ω(~) ⊂ suppχδ1 and such that χδ1 = 1 on suppχδ2.
Thus, χδ1(x, ξ) ≥ χδ2(x, ξ), for any (x, ξ) ∈ T ∗M . By the G̊arding inequality, there
exists a constant C1 > 0 such that:

(11.44) (Op~(χδ1)ϕµ, ϕµ)) ≥ (Op~(χδ2)ϕµ, ϕµ)− C1~1−2δ.

We now conjugate the right side to the model setting of S1 × R1, i.e., the
normal bundle Nγ to γ. The conjugation is done by ~ Fourier integral operators
and is known as conjugation to quantum Birkhoff normal form. In the model space,
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the conjugate of ∆g is a function of Ds = ∂
i∂s along S1 and the dilation operator

Îh := ~(Dyy + yDy) along R. By Egorov’s theorem

(11.45) (Op~(χδ2)ϕµ, ϕµ) = |c(~)|2(Op~(χδ2 ◦ κ)uµ, uµ)− C3~1−2δ

where uµ(y, s; ~) is the model joint eigenfunction of Ds, Î
h, and c(~) is a normalizing

constant. This reduces our problem to estimating the explicit matrix elements
(Op~(χδ2◦κ)uµ, uµ) of the special eigenfunctions in the model setting. The operator

Îh has a continuous spectrum with generalized eigenfunctions y−1/2+iλ/~. The
eigenfunctions on the ‘singular’ level γ correspond to λ ∼ E~. A calculation shows
that the mass in the model setting is given by

(11.46) Mh =
1

log ~

(∫ ∞
0

χ(~ξ/~δ)
∣∣∣∣∫ ∞

0

e−ixx−1/2+iλ/~χ(x/~δξ)dx
∣∣∣∣2 dξξ

)
.

Analysis of (11.46) shows that the right side tends to 1 − 2δ as ~ → 0 if λ ∼ E~
(see §11.9 for a detailed discussion).

11.9. Details on Mh

To estimate Mh, we assume λ ∼ E~ and let χ ∈ C∞0 (R; [0, 1]) with χ(x) = 1
for |x| ≤ 1 and χ(x) = 0 for |x| ≥ 2. Note that we divide by | log ~| in the model

distribution uh(x) =
√
| log ~|−1/2

x−1/2+iE/~Y (x), so that ‖Op~(χ)uh‖L2 ∼ 1. To

estimate the mass on shrinking tubes of size ~δ we write

Mh = | log ~|−1

∫ ∞
0

χ(~1−δξ)

∣∣∣∣∫ ∞
0

e−ixx−1/2+iλ/~χ(x/~δξ)dx
∣∣∣∣2 dξξ

= | log ~|−1

∫ ∞
0

χ(~1−δξ)

∣∣∣∣∫ ∞
0

e−ixx−1/2+iλ/~χ(x/~δξ)dx
∣∣∣∣2 dξξ

= | log ~|−1

∫ ~δ−1

0

dξ

ξ

∣∣∣∣∫ ∞
0

e−ixx−1/2+iλ/~χ(x/~δξ)dx
∣∣∣∣2 +O(| log ~|−1).(11.47)

The last step follows since

| log ~|−1

∫ 2~δ−1

~δ−1

dξ

ξ

∣∣∣∣∫ ∞
0

e−ixx−1/2+iλ/~χ(x/~δξ)dx
∣∣∣∣2

= | log ~|−1

∫ 2~δ−1

~δ−1

dξ

ξ

∣∣∣∣∫ ∞
1

e−ixx−1/2+iλ/~χ(x/~δξ)dx+O(1)

∣∣∣∣2 = O(| log ~|−1).

The last estimate follows by integration by parts, since when ξ ≥ ~δ−1 we have
~δξ ≥ ~2δ−1 and we assume that 2δ − 1 < 0 so Dx(χ(x/~δξ)) = O(~−δξ−1) → 0.
Also, |Γ(1/2 + iλ/~)|2 = |Γ(1/2 + iE)|2 = π

cosh(πE) = O(1). To simplify (11.47) we

first make a change of variables ξ 7→ ~δξ and get

(11.48) Mh = | log ~|−1

∫ ~2δ−1

0

dη

η

∣∣∣∣∫ ∞
0

e−ixx−1/2+iλ/~χ(x/η)dx

∣∣∣∣2 +O(| log ~|−1)

Next, we get rid of the interval 0 ≤ η ≤ 1 by observing that when η ∈ [0, 1],∣∣∣∣∫ ∞
0

e−ixx−1/2+iλ/~χ(x/η)dx

∣∣∣∣ ≤ ∫ 2η

0

x−1/2dx = O(η1/2)
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and so,

| log ~|−1

∫ 1

0

dη

η

∣∣∣∣∫ ∞
0

e−ixx−1/2+iλ/~χ(x/η)dx

∣∣∣∣2 � | log ~|−1

∫ 1

0

η−1ηdη � | log ~|−1.

Thus,

(11.49) Mh = | log ~|−1

∫ ~2δ−1

1

dη

η

∣∣∣∣∫ ∞
0

e−ixx−1/2+iλ/~χ(x/η)dx

∣∣∣∣2 +O(| log ~|−1).

Next, one gets rid of the cutoff χ(x/η) by integrating by parts. When η ≥ 1,∫ ∞
η

e−ixx−1/2+iλ/~χ(x/η)dx =

∫ ∞
η

Dx(e−ix)x−1/2+iλ/~χ(x/η)dx = O(η−1/2).

So the [η,∞]-range of integration in x gives a contribution toMh that is� | log ~|−1.
The end result is the formula

(11.50) Mh = | log ~|−1

∫ ~2δ−1

1

dη

η

∣∣∣∣∫ η

0

e−ixx−1/2+iλ/~dx

∣∣∣∣2 +O(| log ~|−1).

By contour deformation, for η ≥ 1,

(11.51)

∣∣∣∣∫ η

0

e−ixx−1/2+iλ/~dx

∣∣∣∣2 =
∣∣∣Γ(1/2 + iλ/~) +O(η−1/2)

∣∣∣2 .
Substitution into (11.50) gives

(11.52) Mh = | log ~|−1|Γ(1/2 + iλ/~)|2
∫ ~2δ−1

1

dη

η
+O(| log ~|−1).

This last step follows since the O(η−1/2)-terms in (11.51) give a contribution to M~

that is � | log ~|−1
∫ ~2δ−1

1
dη
η η
−1/2 = O(| log ~|−1).

The final formula follows immediately from (11.52). With λ ∼ E~, one gets

(11.53) Mh ∼ |Γ(1/2 + iE)|2(1− 2δ).

Since |Γ(1/2 + iE)|2 = π
coshπE is bounded away from zero, it follows that (11.40)

tends to 1− 2δ as ~→ 0.

11.10. Concentration of quantum integrable eigenfunctions on
submanifolds

Similar methods were used in [T3] to obtain sharp bounds on L2 norms for
restrictions to submanifolds in the quantum integrable case, making more precise
the results of [BGT] in this special case. For simplicity, let us consider curves on
surfaces. First is the generic upper bound from [T3]:

Theorem 11.11. Let ϕλj ; j = 1, 2, 3, ... be the L2-normalized joint Laplace
eigenfunctions of the commuting operators P1 = −∆ and P2 on a Riemannian
surface (M2, g). Then for a generic curve γ such that ι∗p2|S∗γM is Morse, we have∫

γ

|ϕλj |2ds = O|γ| (log λj) .

It is also proved in [T3] that if the curve is a geodesic, the bounds depend on
the type of level set the geodesic lies on:
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Theorem 11.12. Let Pj(~); j = 1, 2 be a non-degenerate quantum integrable
system system on a surface, (M, g). Then,

• (i) When γ is the projection of a geodesic segment contained in P−1(Breg),∫
γ

|ϕλj (s)|2ds = O|γ|(1),

• (ii) When γ is the projection of a singular joint orbit in P−1(Bsing),∫
γ

|ϕλj (s)|2 ds = O|γ|(λ1/2
j ).

Moreover, there exists a constant cγ > 0 depending only on the curve γ,
and a subsequence of joint eigenfunctions, ϕλjk=, k = 1, 2, ... such that∫

γ

|ϕλjk (s)|2 ds ≥ cγλ1/2
jk

when γ is stable,∫
γ

|ϕλjk (s)|2ds ≥ cγλ1/2
jk
| log λjk |−1 when γ is unstable.

Thus the exact bound depends on the nature of the geodesic. In the general
quantum integrable case, most geodesics lie on regular Lagrangian tori in P−1(Breg)
and these geodesics do not support large L2-bounds. But as in Theorem 11.8,
there always exists a subsequence of joint eigenfunctions of P1 and P2 with mass
concentrated along (singular) orbits contained in P−1(Bsing), and the associated
eigenfunctions saturate the upper bounds. For instance in the case of a simple
surface of revolution, the equator is the projection of a singular orbit of the R2 action
generated by geodesic flow and rotation. The corresponding joint eigenfunctions

(the analogs of highest weight spherical harmonics) satisfy
∫
γ
|ϕλj |2 ds ∼ λ1/2

j along

the equator, γ. The equatorial geodesic is singular and the L2 norms along it had
singular blowup. In the case of the meridian great circles, the closed geodesic lies
in the base space projection of a maximal Lagrangian torus. The zonal harmonics
have ~-microsupport on this torus and have L2-restriction bound ∼ log λ along any
meridian great circle.

11.10.1. Appendix on semi-classical pseudo-differential operators. For
the reader’s convenience, we review the definition of semiclassical pseudo-differential
operators. Given an open U ⊂ Rn, we say that a(x, ξ; ~) ∈ C∞(U × Rn) is in the
symbol class Sm,k(U × Rn), provided

(11.54) |∂αx ∂βξ a(x, ξ; ~)| ≤ Cαβ~−m(1 + |ξ|)k−|β|.

We say that a ∈ Sm,kcl (U × Rn) provided there exists an asymptotic expansion

(11.55) a(x, ξ; ~) ∼ ~−m
∞∑
j=0

aj(x, ξ)~j ,

valid for |ξ| ≥ 1
C > 0 with aj(x, ξ) ∈ S0,k−j(U × Rn) on this set.

We denote the associated ~ Kohn-Nirenberg quantization by Op~(a), where
this operator has Schwartz kernel given locally by the formula

(11.56) Op~(a)(x, y) = (2π~)−n
∫
Rn
ei(x−y)ξ/~a(x, ξ; ~) dξ.
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By using a partition of unity, one constructs a corresponding class, Op~(Sm,k), of
properly-supported ~-pseudodifferential operators acting on C∞(M).
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CHAPTER 12

Restriction theorems

This chapter is devoted to restriction theorems for eigenfunctions. The term ‘re-
striction theorem’ often refers to Fourier restriction theorems, i.e., theorems about

restrictions f → f̂ |H of Fourier transforms of Lp functions to curved hypersurfaces
H. Discrete restriction theorems in [So1] refers to the Lp → Lq mapping norms of
spectral projections for short spectral intervals (‘clusters’). The restriction in these
theorems is in the frequency domain and some of the results in the setting of general
Riemannian manifolds were surveyed in the section on Lp norms of eigenfunctions.
In this section, ‘restriction’ refers to the ‘space domain’, i.e., refers to restrictions
ϕj |H of eigenfunctions to a hypersurface (or other submanifold) H. This has be-
come a large subject and we only survey a few of the many results, focusing on two
types of theorems: (i) L2 norms of restrictions, and (ii) quantum ergodic restriction
theorems. We also briefly discuss integrals

∫
H
fϕj dS of restrictions (Kuznecov sum

formulae in the sense of [Z]) and a result from [HHHZ] saying that restrictions of
eigenfunctions with eigenvalues in a short interval provide an ‘asymptotic orthonor-
mal basis’ for L2(H). There is also a large theory of Lp norms of restrictions and
Kakeya-Nikodym norms but we do not review it here; see [So3] for a recent survey.

We recall the notation for the eigenvalue problem on M

(12.1)

{
−∆gϕj = λ2

jϕj , 〈ϕj , ϕk〉 = δjk,

Bϕj = 0 on ∂M,

where where B is the boundary operator, i.e., Bϕ = ϕ|∂M in the Dirichlet case or
Bϕ = ∂νϕ|∂M in the Neumann case. We also allow ∂M = ∅. We introduce the
Planck constant hj = λ−1

j ; for notational simplicity we often drop the subscript
j. We then denote the eigenfunctions in the orthonormal basis by ϕh and the
eigenvalues by h−2, so that the eigenvalue problem takes the semi-classical form

(12.2)

{
(−h2∆g − 1)ϕh = 0,

Bϕh = 0 on ∂M.

Above we defined restrictions to be ‘Dirichlet data’ of eigenfunctions on a hy-
persurface or lower dimensional submanifold H, i.e., restrictions ϕj |H . It is also
interesting to study Neumann data ∂νϕj |H where ∂ν is the unit normal derivative
with respect to a given orientation of H. Further, one may combine the Dirichlet
and Neumann data to form the Cauchy data of the eigenfunction on H. For this
we use the semi-classical notation

(12.3) CD(ϕh) := (ϕh|H , hDνϕh|H)

as in [CTZ]. Here Dν = 1
i ∂ν .

We often use metric Fermi normal coordinates along H, i.e., exponentiate the
normal bundle to H. We denote by s the coordinates along H and yn the normal
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coordinate, so that yn = 0 is a local defining function for H. We also let σ, ξn be
the dual symplectic Darboux coordinates. Thus the canonical symplectic form is
ωT∗M = ds ∧ dσ + dyn ∧ dξn.

Before getting started we point out two of the possible extremes of restriction
of a sequence of eigenfunctions: (i) when there is no positive lower bound on L2-
norms of restrictions of a sequence of eigenfunctions to a hypersurface H, and (ii)
where a sequence of eigenfunctions blows up when restricted to a hypersurface.

12.1. Null restrictions, degenerate restrictions and ‘goodness’

Regarding the first scenario, it is possible that ϕjk |H ≡ 0 for a subsequence
of eigenfunctions. The question arises how to characterize hypersurfaces (or lower
dimensional submanifolds or other sets) on which an infinite sequence of eigen-
functions vanishes. This question was raised by Bourgain-Rudnick [BouR1] and
studied by them on flat tori. When the hypersurface bounds a domain it is also the
question when the Dirichlet spectrum of the domain can have an infinite number
of eigenvalues in common with the global spectrum of (M, g).

The same question can be posed for Neumann data. A simple example is given
by the eigenfunctions sin(2πn1x1) on a flat torus all vanish on the totally geodesic
submanifold {x1 = 0}. Related examples occur in other completely integrable
settings where one can separate variables. In the case of the unit disc, a ‘ray’ or
spoke of angle 2π

m is the common zero set of separation-of-variables eigenfunctions
Jm(ρm,jr) sinmθ. Here, ρm,j is a zero of Jm. Such eigenfunctions also vanish on
certain concentric circles when rρm,j is also a zero of Jm. But it was proved by
C.L. Siegel that no Jm and Jn have no common zeros for m 6= n. On the standard
S2, or on any surface of revolution, one has a similar situation where an infinite
sequence of separation-of-variables eigenfunctions can vanish on a fixed meridian,
but (as pointed out by Z. Rudnick) it is an unresolved classical conjecture that
only a finite sequence can vanish on a fixed latitude circle. Another obvious (but
important) kind of example, which can occur on negatively curved manifolds, is
where H ⊂ Fix(σ) is a component of the fixed point set of an isometric involution.
Then any odd eigenfunction ϕj ◦ σ = −ϕj will vanish on H. Hence it is possible
for ‘half’ of the eigenfunctions to vanish on a single hypersurface.

Obviously, the Neumann data of odd eigenfunctions on (M, g) with an isometric
involution σ do not vanish on components H ⊂ Fix(σ), but the Neumann data of
even eigenfunctions do. Each component of the fixed point set of an isometric
involution is a totally geodesic submanifold as in the integrable examples above.
To our knowledge it is unknown if there exist hypersurfaces which are not totally
geodesic on which a sequence of eigenfunctions vanishes. In [BouR1] Bourgain-
Rudnick proved that on a two- or three-dimensional flat torus Tn,

(12.4) ‖ϕλ‖L2(Σ) ≥ C‖ϕλ‖L2

for any positively curved smooth hypersurface. In [BouR2] they prove that a
necessary and sufficient condition for a smooth curve Σ ⊂ T 2 of a flat two-torus to
lie in the nodal set of an infinite sequence is that it is an arc of a closed geodesic.
They further generalize this result to real analytic hypersurfaces with nowhere
vanishing principal curvatures of a flat torus T d of any dimension. In [BouR4]
they prove positive lower bounds (12.4) for such hypersurfaces in two and three
dimensional flat tori.
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A related question arises how fast a sequence of restricted eigenfunctions can
tend to zero in L2 when the sequence does not vanish identically. The question is
illustrated by L2-normalized Gaussian beams ϕγj centered on a closed geodesic γ of

a surfaces of revolution (S2, g). On the one hand, they peak on γ and satisfy

(12.5)

∫
γ

|ϕγj |2ds ' Cgλ
1
4
j .

On the other hand, they decay at a Gaussian rate in the normal direction to γ and
so on a latitude circle C they satisfy

(12.6)

∫
C

|ϕγj |2 ds ' Ag(C)e−a(C)λj .

Here, Cg, Ag, ag are constants that may depend on g or the curve C but do not
depend on the eigenvalue. This raises the question whether L2 norms of non-zero
restrictions can decay at a faster rate than (12.6).

J. Toth and the author have made this question precise with the notion of a
good submanifold, specifically a good curve [ToZ1, ToZ4]. It is assumed that the
metric is real analytic but the definition makes sense for C∞ data as well. For
instance, a real analytic curve H ⊂ M of a real analytic Riemannian manifold (of
any dimension) is said to be ‘good’ if the full sequence of eigenfunctions has a lower
bound of the type (12.6). More precisely, one considers the sequence of normalized
logarithms

(12.7) uj :=
1

λj
log |ϕj |2

and define the restricted sequence

(12.8) uCj :=
1

λj
log |ϕC

j |C |2.

Definition 12.1. Given a subsequence S := {ϕjk} of eigenfunctions, we say
that a real analytic curve C ⊂ M is S-good if there exists a constant MS > 0
so that uCj ≥ −MS for all j ∈ S. If C is S-good for every subsequence of every
orthonormal basis sequence {ϕj}, we say that C is good.

If C fails to be good, then there must exist a sequence S so that C fails to
be S-good, and we then say it is S-bad. We refer to S as a bad sequence for
C. This definition makes sense for a submanifold C of any dimension, such as a
hypersurface. It is very difficult to determine when a submanifold is good and it is
mainly in the ergodic setting where curves have been proved to be good, at least
for a density one subsequence of eigenfunctions [JJ2]. A more general criterion for
goodness is given in [ToZ4].

Obviously, if a infinite subsequence S of eigenfunctions vanishes on C then it
is S-bad. We call such a C a nodal curve (or hypersurface) We do not know of
any other cases of bad submanifolds. A good case study would be to check if there
are any ‘bad’ latitude circles of a surface of revolution. By separation of variables,
this amounts to checking whether the radial parts of a sequence of eigenfunctions
can decay faster than e−Cλj at one single point of the unit interval. Of course,
the sequence would correspond to a sequence of distinct radial Sturm Liouville
problems.
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In the case of Gaussian beams, the Cauchy data satisfies the bounds

(12.9) ‖CD(ϕh)|H‖L2(H) ≤ Cge−cg(H)λj

along a latitude circle away from the center of the beam. That is, the Neumann
data is just as small as the Dirichlet data. On the other hand, it is impossible for a
closed hypersurface which bounds a domain to be ‘bad’ for the Cauchy data. This
follows from boundary Carleman estimates for Cauchy data [Bu1, V].

Having discussed lower bound and degeneracy issues, we now turn to upper
bounds.

12.2. L2 upper bounds on Dirichlet or Neumann data of eigenfunctions

The first result is due to Burq-Gerard-Tzvetkov [BuGT]:

Theorem 12.2. Let M be a compact manifold without boundary and assume
dimM = 2. If γ is a unit-length geodesic, then

(12.10)

∫
γ

|ϕj(s)|2 ds = O(λ
1
2
j ),

with ds denoting arc-length measure on γ.
If γ is a curve with strictly positive geodesic curvature, then

(12.11)

∫
γ

|ϕj(s)|2 ds = O(λ
1
3
j ).

As noted above, the L2 restriction bound for closed geodesics is saturated by
Gaussian beams around elliptic closed geodesics on surfaces of revolution. Non-
positively curved surfaces do not possess such elliptic closed geodesics or Gaussian
beams, and that suggests the estimate can be improved for them. Generally speak-
ing, the improvements will not be better than by log factors due to the exponential
growth of the geodesic flow. Sogge and the author improved the result on surfaces
of non-positive curvature [SoZ2].

Theorem 12.3. Let M be a compact manifold without boundary and assume
dimM = 2. Let Π denote the space of unit length geodesics. Then given ε > 0
there is a λ(ε) <∞ so that

(12.12) sup
γ∈Π

(∫
γ

|ϕj |2 ds
)1/2

≤ ελ
1
2
j , λ > λ(ε).

J. Toth [To] proved that for quantum integrable eigenfunctions and generic
curves,

(12.13)

∫
γ

|ϕj(s)|2 ds = O(log λj).

For instance, zonal spherical harmonics have such bounds along meridians. Marshall
gave a power law improvement in arithmetic cases [Ma].

The next result pertains to a manifolds of general dimension:

Theorem 12.4. Let M be a compact manifold without boundary. Let H ⊂ M
be a smooth codimension 1 submanifold. Then

‖ϕj |H‖L2(H) = O(λ
1/4
j )
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and

‖hDνϕj |H‖L2(H) = O(λ
1/4
j ).

The first estimate is from [BuGT], while the second estimate follows from the
Rellich-type argument in [HT].

12.3. Cauchy data of Dirichlet eigenfunctions for manifolds with
boundary

Let M be a compact Riemannian manifold with boundary ∂M . In this section
we consider the same L2 restriction bounds for Dirichlet or Neumann eigenfunctions
on a manifold with boundary with H = ∂M . Since the eigenfunctions satisfy
boundary conditions, these are actually restriction bounds on Cauchy data rather
than just on Dirichlet or Neumann data.

A key hypothesis in the results is a ‘no-trapping’ hypothesis. The no-trapping
hypothesis is that every geodesic intersects ∂M . An example is the upper hemi-
sphere of a sphere or a convex domain in Rn. An example with trapped geodesics
is a Lorentz-Sinai billiard of higher genus, in which a disc is removed from a non-
positively curved surface, in which case there exist closed geodesics which do not
touch the boundary. Another is an equatorial annulus on a standard sphere, in
which the equator does not touch the boundary. As mentioned above, Gaussian
beams concentrate at the middle geodesic and are therefore not so large on the
boundary. Denote by {uj} an orthonormal basis of Dirichlet eigenfunctions, and
by ∂uj/∂ν its normal derivative on ∂M . In [HT] the following is proved:

Theorem 12.5. For any (M, g) with C∞ boundary, the Dirichlet eigenfunctions
satisfy ∫

∂M

‖∂uj/∂ν‖2 dS ≤ Cλ2
j

and for any (M, g) satisfying the no-trapping hypothesis,∫
∂M

‖∂uj/∂ν‖2 dS ≥ Cλ2
j .

The upper bound is not necessarily sharp and the lower bound is not necessarily
true in general. In [HT], Example 6 of a hyperbolic cylinder with boundary,

cλ2

log λ
≤ ‖∂uj/∂ν‖2L2(∂M) ≤

Cλ2

log λ
.

One may also study Lp norms of Cauchy data. Sup norms of Cauchy data are
studied in [SoZ1] on manifolds with concave boundary.

12.3.1. Rellich identities. We will not sketch the proofs of these results but
mention that in [HT], the results follow from studying Rellich’s identities

(12.14)

∫
M

〈u, [∆, A]u〉 dV =

∫
∂M

∂u

∂ν
(Au)− u∂(Au)

∂ν
dS

for eigenfunctions −∆u = λ2u. Here, [A,B] = AB − BA is the commutator. To
prove (12.14) one uses that [∆, A] = [∆ + λ2, A] and applies Green’s identity to
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integrate by parts the right side of∫
M

〈u, [∆, A]u〉 dV =

∫
M

〈(∆ + λ2)u,Au〉 − 〈u, (∆ + λ2)Au〉 dV(12.15)

= −
∫
M

〈u, (∆ + λ2)Au〉 dV.(12.16)

To obtain bounds from Rellich’s identity one chooses A so that the right side
(resp. the left side) is a positive form in ∂νu. In [HT] A is chosen to be A = χ(y)∂y
(writing r = y as the distance to the boundary) and χ is a cutoff that vanishes for
r ≥ δ. Some of the results originally were proven in [BLR].

12.4. Restriction bounds for Neumann eigenfunctions

In [BaHT] some of the techniques and results of [HT] are extended to Neu-
mann eigenfunctions. For convex Euclidean domains Ω, the use of Rellich’s Lemma
gives ‖wj‖L2(∂Ω) ≥ C. In [HT] the authors show that it is not true on general man-
ifolds with boundary that ‖wj‖L2(∂M) ≥ C for Neumann eigenfunctions if there are
trapped geodesics. In [BaHT] the authors show that indeed ‖wj‖L2(∂M) ≥ C
if there are no trapped geodesics. The complementary sharp upper bound is

‖wj‖L2(∂M) ≤ Cµ1/3
j , as proved by Tataru [T]. Here, µ2

j is the Neumann eigenvalue.

The following theorem of [CHT] generalizes [HT] for boundary traces of Dirich-
let eigenfunctions to general interior hypersurfaces.

Theorem 12.6. Let (M, g) be a compact smooth manifold with boundary ∂M .
If H ⊂M is a smooth, embedded, orientable separating hypersurface and H∩∂M =
∅, then for any orthonormal basis of eigenfunctions,

‖λ−1
j ∂νϕλj‖L2(H) = O(1).

In [HZ, BaH] the authors provide some intuition towards the results. First,
the analogue for Neumann eigenfunctions of Neumann data ∂νϕj |∂M for Dirichlet

eigenfunctions is not the Dirichlet data |ϕj |∂M but (1 − λ−2
j ∆∂M )

1
2
+ϕj |∂M where

∆∂M is the positive boundary Laplacian. In [BaH], the authors explain that the
wj do not behave as uniformly as the Dirichlet traces. In [BaH] the authors prove

Proposition 12.7. Let (M, g) be a compact smooth manifold with boundary
∂M , and let {vj} be an orthonormal basis of Neumann eigenfunctions with eigen-
values −µ2

j , and let wj = vj |∂M . Then,

‖(1− λ−2
j ∆∂M )

1
2
+wj‖L2(∂M) ≤ C.

A key ingredient in the proof is the estimate,∫
∂Ω

vjd
2
nvj ≤ Cµ2

j .

12.5. Periods and Fourier coefficients of eigenfunctions on a closed
geodesic

Instead of considering norms we may consider ‘periods’ or integrals of eigenfunc-
tions over submanifolds. More generally we may consider ‘Fourier coefficients’ of
restriction and Fourier series expansions (in a generalized sense) along submanifolds.
In the theory of automorphic forms, Weyl sums of periods are called Kuznecov sum
formulae or local trace formulae (usually in arithmetic situations). See for instance
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[K, Bru1, H1, H2, I, KMW, R, P2, Ts] The author adopted this terminology
for general submanifolds of Riemannian manifolds in [Z]. Among other applica-
tions, comparisons of periods and L1 norms on submanifolds are used to prove
existence of ‘many’ zeros of ϕj |H .

In [Z] the following was proved:

Theorem 12.8. Let H ⊂ M be a hypersurface of M . Let f ∈ C∞(H). Then
there exists a constant c > 0 such that,∑

λj<λ

∣∣∣∣∫
H

fϕj dS

∣∣∣∣2 = π

∣∣∣∣∫
H

f dS

∣∣∣∣2 λ+Of (1).

Here, dS is any density on H.

By Weyl’s law, it follows that the average size of the period is 1√
λj

and that a

density one subsequence of eigenfunctions satisfies period bounds
log λj√
λj

. Moreover,

one has unconditionally the estimate

Corollary 12.9. There exists a constant C = CM,H,f so that∣∣∣∣∫
Y

ϕj dν

∣∣∣∣ ≤ C.
The leading order term and a remainder estimate of O(1) are given in [Z,

Corollary 3.3] for any compact Riemannian manifold Mn of dimension n. For a
general submanifold Y ⊂ M of dimension d, and for any density dS on Y , the
Corollary states that

(12.17)
∑

j:λj≤λ

∣∣∣∣∫
Y

ϕj dS

∣∣∣∣2 ' Cn Vol(SN∗Y )λn−d +O(λn−d−1).

The same result is valid for the Neumann data.

Theorem 12.10. Let H ⊂ M be a hypersurface and let f ∈ C∞(H). Then
there exists a constant c > 0 such that,∑

λj<λ

∣∣∣∣λ−1
j

∫
H

f∂νϕj dS

∣∣∣∣2 = π

∣∣∣∣∫
H

fdS

∣∣∣∣2 λ+Of (1).

It is quite useful to improve the remainder estimate. Experience with remain-
der estimates in Weyl laws suggests that one cannot do better than logarithmic
improvements. In a recent series of articles, Sogge et al have provided logarithmic
improvements. In [SoXZ] the following is proved:

Theorem 12.11. Let (M, g) be a negatively curved compact Riemannian sur-
face. Let γ be a closed geodesic. Then for any smooth f on γ,∣∣∣∣∫

γ

f(s)ϕj(s) ds

∣∣∣∣ ≤ CMLγ 1√
log λ

.

Conjecture 12.12. Let (M, g) be a negatively curved compact Riemannian
manifold of any dimension n. Let γ be a closed geodesic. Then,∑

j:λj≤λ

∣∣∣∣∫
γ

fϕj ds

∣∣∣∣2 = π

∣∣∣∣∫
γ

f ds

∣∣∣∣2 λn−1 +O
(
λn−2

log λ

)
.
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12.6. Kuznecov sum formula: Proofs of Theorems 12.8 and 12.10

To prove the results one studies the singularity expansion for the distribution

SH(t) =

∫
H

∫
H

E(t, q, q′) dS(q′)dS(q),

where where H ⊂ M is a smooth submanifold and where E(t) = cos t
√
−∆ is the

even wave kernel The singularities of SH(t) correspond to trajectories of the geodesic
flow which intersect H orthogonally at two distinct times, and to be singular at
the length T of the trajectory between the two intersections. We refer to such
trajectories as H-orthogonal geodesics.

For simplicity we assume H ⊂ M is an interior hypersurface, but the proofs
for H = ∂M are not much more difficult. We let dS denote the standard surface
area form on H and let f ∈ C∞(∂H). Define

Sf (t) =

∫
H

∫
H

E(t, q, q′)f(q)f(q′) dS(q)dS(q′)(12.18)

=
∑
j

cos t
√
λj

∣∣∣∣∫
H

f(q)ϕj(q) dS(q)

∣∣∣∣2 .(12.19)

We then introduce a smooth cutoff ρ ∈ S(R) with supp ρ̂ ⊂ (−ε, ε), where ρ̂ is the
Fourier transform of ρ, and consider

Sf (λ, ρ) =

∫
R
ρ̂(t)Sf (t)eitλ dt.

Let H bM be a smooth (n−1)-dimensional orientable hypersurface, we denote
the Cauchy data of uj on H by{

Dirichlet data: ωj = ϕj |H ,

Neumann data: ψj = ∂νϕj |H .

Proposition 12.13. If supp ρ̂ is contained in a sufficiently small interval
around 0, with ρ̂ ≡ 1 in a smaller interval, then Sf (λ, ρ) is a semi-classical La-
grangian distribution whose asymptotic expansion for Neumann data is given by

(12.20) Sf (λ, ρ) =
π

2

∑
j

ρ(λ− λj)λ−2
j |〈ψj , f〉|2 = ‖f‖2L2(∂M) + o(1),

and for Dirichlet data by

(12.21) Sf (λ, ρ) =
π

2

∑
j

ρ(λ− λj)|〈ωj , f〉|2 = ‖f‖2L2(∂M) + o(1).

Proof. There exists ε0 > 0 so that the

(12.22) sing suppSf (t) ∩ (−ε0, ε0) = {0}.
This follows from propagation of singularities for the wave kernel and its restriction
to the boundary. It is known that WF(E(t, x, y)) on a smooth domain consists of
geodesic trajectories. The pullback EH(t, q, q′) to H × H forces the trajectories
contributing to WF(Eb) to begin and end on H and integration over ∂M forces
them to be orthogonal to H at both endpoints. Hence there exists ε0 > 0 so that
no trajectory starting orthogonally from a regular point of H can hit H again at
any point. Thus the only singularity in this time interval is t = 0.
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For ε < ε0, we only need to determine the contribution of the main singularity
of Sf (t) at t = 0. We then express Sf (t) and Sf (λ, ρ) in terms of pushforwards
under the submersion

π : R×H ×H → R, π(t, q, q′) = t.

By Lemma 12.22, for t ∈ (−ε, ε)
(12.23) WF(Sεf (t)) = {(0, τ) : π∗(0, τ) = (0, τ, 0, 0) ∈WF(cos t

√
−∆(t, q, q′))}.

These wave front elements correspond to the points (0, τ, τνq, τνq) ∈ T ∗0 R×N∗qH×
N∗q′H, i.e., where both covectors are co-normal to H. Indeed, the wave front set of

Sf (t) is the set

{(t, τ) ∈ T ∗R : ∃(x, ξ, y, η) ∈ C ′t ∩N∗(H)×N∗(H)}
in the support of the symbol. Thus, we may microlocalize to the normal directions.
The wave kernel has a geometric optics Fourier integral representation, which im-
plies that Sf (t) is classical co-normal at t = 0. The order of the singularity and
the principal symbol can be read off using the symbol calculus of Fourier integral
operators. Since the terms of the Weyl-Kuznecov sums are positive, one can apply
a Fourier Tauberian theorem to deduce the expansion and remainder estimate. �

Thus, the geodesic geometry controlling the remainder is that of geodesic or-
thogonal to H.

It would also useful to study high frequency Fourier coefficients

an(λ) :=

∫ L

0

e−
2πins
L ϕλ(γ(s)) ds

of an eigenfunction along a closed geodesic of length L. By the principle that angu-
lar momentum (tangential frequency) is smaller than energy (or total frequency),
the Fourier coefficients are small if |n| >> λj . When n is bounded, the Kuznecov
bounds above apply. But one may ask how the Fourier coefficients behave when
n
λ → τ. Thus, the frequency of the Fourier coefficient is comparable with the fre-
quency of the eigenfunction. Simple examples from surfaces of revolution show that
these high frequency Fourier coefficients can be much larger than those where n is
fixed as λ → ∞, in effect because multiplication by e−inθ cancels the oscillations
of the restricted eigenfunction if the Fourier series of the restriction happens to be
concentrated in one frequency. Obviously, |an(λ)| ≤

∫
γ
|ϕλ|ds and true cancellation

would reverse the inequality. However this frequency concentration happens only
very rarely. In ergodic cases, one expects all Fourier coefficients with |n| ≤ λj to
have the same size 1√

n
. For Fourier coefficients of frequency n ' αλ, the normal

bundle gets ‘tilted’ to angle α and in the extreme case m ' λm,0 it becomes the
tangent bundle TY . Then the condition is GtTY = TY for some t, essentially that
Y is totally geodesic.

12.7. Restricted Weyl laws

In preparation for QER theorems, we need to understand Weyl sums of re-
stricted eigenfunctions.

We first review some notation and terminology concerning pseudo-differential
operators. Homogeneous (or Kohn-Nirenberg) pseudo-differential operators are
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those with classical poly-homogeneous symbols a(s, σ) ∈ C∞(T ∗H),

a(s, σ) ∼
∞∑
k=0

a−k(s, σ) positive homogeneous of order −k

as |σ| → ∞ on T ∗H. On the other hand, semi-classical pseudo-differential operators
we mean h-quantizations of semi-classical symbols a ∈ S0,0(T ∗H × (0, h0]) of the
form

ah(s, σ) ∼
∞∑
k=0

hka−k(s, σ), a−k ∈ S0
1,0(T ∗H)

as in [Zw, HZ, ToZ2].
The following is from [ToZ2, ToZ3].

Proposition 12.14. Let H be a smooth interior hypersurface, and let OpH(a) ∈
Ψ0(H). Then,

lim
λ→∞

1

N(λ)

∑
j:λj≤λ

〈OpH(a)γHϕj , γHϕj〉 =
2

Vol(S∗M)

∫
B∗H

a0γ
−1
B∗H |ds ∧ dσ|,

where |ds∧dσ| is symplectic volume measure on B∗H, and a0 is the principal symbol
of OpH(a).

Following a standard cosine Tauberian approach, the asymptotics arises from
a singularity analysis of the dual sums∑
j:λj≤λ

〈OpH(a)γHϕj , γHϕj〉L2(H)e
itλj =

∑
j:λj≤λ

〈γ∗H OpH(a)γHϕj , ϕj〉L2(M)e
itλj

= TrU(t)γ∗H OpH(a)γH ,(12.24)

where U(t) = exp(it
√
−∆). Modulo some technical complications, γ∗H OpH(a)γH

is a homogeneous Fourier integral operator, and the singularities of (12.24) can be
determined by a study of the canonical relations and symbols of the trace. This is
not literally true due to the presence of 0 in its wave front relation for conormal
vectors to H. Tangential covectors in T ∗H also cause problems when we conjugate
by wave group. We therefore introduce cutoff operators to cutoff away from T ∗H
and from N∗H × 0T∗M ∪ 0T∗M ×N∗H.

We then begin by proving the local Weyl law for a cutoff of γ∗H OpH(a)γH
denoted by (γ∗H OpH(a)γH)≥ε on M , that is, we prove

(12.25) lim
λ→∞

1

N(λ)

∑
j:λj≤λ

〈(γ∗H OpH(a)γH)≥εϕj , ϕj〉

=
2

Vol(S∗M)

∫
B∗H

a0(1− χε)γ−1
B∗H |ds ∧ dσ|,

which we study via the trace

(12.26) TrU(t)(γ∗H OpH(a)γH)≥ε.

In the following section we define this cutoff and make a systematic study of the
composition in (12.26).
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Remark 12.15. When a = V is a multiplication operator by a smooth function
(extended smoothly to all of M), the local Weyl law on H follows from the pointwise
Weyl asymptotic,

1

N(λ)

∑
j:λj≤λ

|ϕj(x)|2 = (2π)−n +O(λ−1).

The pointwise asymptotics imply that the L2-norm squares of γHϕj are bounded
on average,

(12.27)
1

N(λ)

∑
j:λj≤λ

‖γHϕj‖2L2(H) = (2π)−n Voln−1(H) +O(λ−1).

More generally, by [Ho2, Proposition 29.1.2], for any pseudo-differential oper-
ator B of order zero on M , the Schwartz kernel KB(t, x) of U(t)B or BU(t) on the
diagonal ∆M×M is conormal to {t = 0} with respect to R×∆M×M and if

∂A(λ, x)

∂λ
= Ft→λKB(t, x)

the A(λ, x) is a symbol of order 0 on a manifold of dimension n with

(12.28) A(λ, x) =
∑

j:λj≤λ
ϕj(x)Aϕj(x) ∼ (2π)−n

∫
|ξ|<λ

a0 dξ +O(λn−1)

in the case where A = A∗. There is an analogous statement for AU(t)B. Integrating
(12.28) over H gives

(12.29)
∑

j:λj≤λ
〈γHAϕj , γHBϕj〉L2(H) ∼ Cnλn

∫
B∗HM

a0b0γ
−1
B∗H |ds ∧ dσ|.

This is almost the statement of the local Weyl law along H except that we
wish to use OpH(a) rather than a global pseudo-differential operator on M . It is
not difficult to extend OpH(a) to M and to prove the local Weyl law as above,
but instead we give a longer and more complicated argument because the same
techniques will be needed in the proof of the QER theorem where we will need the
Weyl law for Fourier integral operators.

It should be said that the local Weyl law and the QER theorem are valid for
semi-classical pseudo-differential operators on H [ToZ2, ToZ3, DZ]. The results
for semi-classical pseudo-differential operators are simpler and more general. But
we work with homogeneous pseudo-differential and Fourier integral operators to
avoid introducing more machinery and because such techniques are somewhat more
familiar to the PDE community. The semi-classical approach is used in [HZ, ToZ2,
DZ] and the appendix to [ToZ3].

12.8. Relating matrix elements of restrictions to global matrix elements

Let (M, g) be a compact Riemannian manifold and let H be a compact em-
bedded C∞ submanifold. We denote by γH the restriction operator γHf = f |H :
C(M)→ C(H) and by γ∗H the adjoint of γH with respect to the inner product on
L2(M,dV ) where dV is the Riemannian volume form. Thus,

γ∗Hf = fδH , since 〈γ∗Hf, g〉 =

∫
H

fgdS,
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where dS is the surface measure on H induced by the ambient Riemannian met-
ric. The fact that γ∗H does not preserve smooth functions is due to the fact
that WF ′M (γH) = N∗H. Thus, γ∗HOpH(a)γH is not a Fourier integral operator
with a homogeneous canonical relations because its wave front relation contains
N∗H × 0T∗M ∪ 0T∗M × N∗H (where 0T∗M is the zero section of T ∗M). For this
reason we need to introduce microlocal cutoffs. In the following, χ ∈ C∞0 (R; [0, 1])
is a cutoff function with χ(t) = 1 for |t| ≤ 1 and supp χ ⊂ [−2, 2].

Define:

(12.30)


V (t; a) := U(−t)γ∗H OpH(a)γHU(t),

V̄T (a) :=
1

T

∫ ∞
−∞

χ(T−1t)V (t; a) dt,

Lemma 12.16. For any a ∈ C∞0 (T ∗H),

(12.31) 〈OpH(a)ϕj |H , ϕj |H〉L2(H) = 〈V̄T (a)ϕj , ϕj〉L2(M).

Proof. This follows from the sequence of identities

〈OpH(a)ϕj |H , ϕj |H〉L2(H) = 〈OpH(a)γHϕj , γHϕj〉L2(H)(12.32)

= 〈γ∗H OpH(a)γHU(t)ϕj , U(t)ϕj〉L2(M)(12.33)

= 〈V (t; a)ϕj , ϕj〉L2(M)(12.34)

= 〈V̄T (a)ϕj , ϕj〉L2(M). �

After cutting off from the tangential singular set ΣT ⊂ T ∗M × T ∗M and the
the conormal sets N∗H × 0T∗M , 0T∗M × N∗H, V̄T (a) becomes a Fourier integral
operator V T,ε(a) with canonical relation given by

(12.35) WF(V T,ε(a)) := {(x, ξ, x′, ξ′) ∈ T ∗M × T ∗M : ∃t ∈ (−T, T ),

expx tξ = expx′ tξ
′ = s ∈ H, Gt(x, ξ)|TsH = Gt(x′, ξ′)|TsH , |ξ| = |ξ′|}.

We now discuss the wave front aspects of these operators. We discuss the
operator aspects and cutoffs more thoroughly in Section 12.25.

12.9. Geodesic geometry of hypersurfaces

Before proving Proposition 12.14 we review the symplectic and Riemannian
geometric issues and introduce the cutoffs defining (γ∗H OpH(a)γH)≥ε.

Let H ⊂ M be a hypersurface in a Riemannian manifold (M, g). We consider
two hypersurfaces of T ∗M , the set T ∗HM of covectors with footpoint on H and the
unit cotangent bundle S∗M of g.

Let π : T ∗M → M be the natural projection. We identity π∗yn = yn as
functions on T ∗M . Then f = yn = 0 is the defining function of T ∗HM . The
hypersurface S∗M is defined by g = |ξ| = 1, the metric norm function. It is clear
that df, dg are linearly independent, so that T ∗HM,S∗M are a pair of transversal
hypersurfaces in T ∗M .

In general, let F,G ⊂ T ∗M be two transversely intersecting hypersurfaces,
and let f, g denote defining function of F,G, so that f = 0 on F , g = 0 on
G and df, dg are linearly independent. Then their intersection J = F ∩ G is a
submanifold of codimension two. The intersection fails to be symplectic along the
set K = {x ∈ J : {f, g}(x) = 0}.
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When F = T ∗HM , G = S∗M , J = S∗HM , K = S∗H, the Hamilton vector field

of yn equals ∂
∂ξn

and its orbits are vertical curves of the form (s, 0, σ, ξn0 + t); they

define the characteristic foliation of T ∗HM . The hypersurface S∗M is defined by
g = |ξ| = 1, the metric norm function, and its characteristic foliation is given by
orbits of the homogeneous geodesic flow Gt. Evidently,

{xn, |ξ|g} =
∂

∂ξn
|ξ|g = |ξ|−1

g

∑
j

gjn(x)ξj = ξn on S∗HM,

so {xn, |ξ|g} = 0 defines S∗H. Equivalently,

Lemma 12.17. S∗H is the set of points of S∗HM where S∗HM fails to be trans-
verse to Gt, i.e. where the Hamilton vector field Hg of g = |ξ| is tangent to S∗HM .

Indeed, this happens when Hg(f) = df(Hg) = 0. One may also see it in
Riemannian terms as follows: the generator Hg is the horizontal lift ηh of η to
(q, η) with respect to the Riemannian connection on S∗M , where we freely identify
covectors and vectors by the metric. Lack of transversality occurs when ηh is
tangent to T(q,η)(S

∗
HM). The latter is the kernel of dyn. But dyn(ηh) = dyn(η) = 0

if and only if η ∈ TH. We also note that for any hypersurface H, dyn, dξn, d|ξ|g
are linearly independent.

Two closely related restriction maps will be important. The first is the linear
restriction map πH : T ∗HM → T ∗H. If we orthogonally decompose T ∗HM = T ∗H ⊕
N∗H, then πH is the orthogonal projection with respect to this decomposition. It is
a fiber bundle with fiber N∗sH. On the other hand, we consider the restriction map
on S∗HM → B∗H. For s ∈ H, the orthogonal projection map γT∗HM : S∗sM → B∗sH
is the standard projection of a sphere to a ball, which has a fold singularity along
the ‘equator.’

In our setting, the full restriction map γH : S∗HM → B∗H is a folding map
with fixed point set S∗H and involution given by the reflection map rH (12.111).
When H is orientable, S∗H divides S∗HM into two connected components, and the
involution on R × S∗HM is given by r(t, x, ξ) = (t, rH(x, ξ)). Indeed, as observed
above, this is true for each x ∈ H, and DγH is the identity in the directions tangent
to H. The reflection bundle at (s, σ) ∈ S∗H is spanned by the Hamilton vector
field Hyn = ∂

∂ξn
.

We also need the following variant.

Lemma 12.18. The maps G : R× S∗HM → S∗M defined by (t, x, ξ)→ Gt(x, ξ)
(resp. G : R×T ∗HM−0→ T ∗M−0 defined by (t, x, ξ)→ Gt(x, ξ)) are folding maps
with folds along R× S∗H (resp. R× T ∗H).

Proof. In both cases, the spaces are of equal dimension, so the maps are local
diffeomorphisms whenever the derivatives are injective. By Lemma 12.17, DG( ∂∂t−
Hg) = 0 on T(t,x,ξ)(R×S∗HM) if (x, ξ) ∈ S∗H, and these are the only vectors in its

kernel. Indeed, suppose X ∈ Tx,ξS∗HM . We note that DG(t,x,ξ)
∂
∂t = Hg(G

t(x, ξ))
and DGt,x,ξX (as t varies) is a Jacobi field along the geodesic γx,ξ(t) = πGt(x, ξ).
Since Gt is a diffeomorphism, the only possible elements of the kernel have the form
∂
∂t +X. If Hg +Dx,ξG

tX = 0, then X = −Hg, i.e. it is the tangential Jacobi field
γ̇. But by Lemma 12.17, this implies (x, ξ) ∈ S∗H and X ∈ T (S∗H).

Since Gt is homogeneous on T ∗M = 0 the same statements are true on R ×
T ∗HM . �



276 12. RESTRICTION THEOREMS

12.10. Tangential cutoffs

To cut off tangential directions to H, we define

(12.36)

{
(S∗HM)≤ε = {(x, ξ) ∈ S∗HM : |〈ξ, η〉| ≤ ε,∀η ∈ S∗xH}
(S∗HM)≥ε = {(x, ξ) ∈ S∗HM : |〈ξ, η〉| ≥ ε,∀η ∈ S∗xH}

i.e., the covectors which make an angle ≤ ε (resp. ≥ ε) with H. We homogenize by
defining

(12.37)


(T ∗HM)≤ε =

{
(x, ξ) ∈ T ∗HM :

ξ

|ξ| ∈ (S∗HM)≤ε

}
,

(T ∗HM)≥ε =

{
(x, ξ) ∈ T ∗HM :

ξ

|ξ| ∈ (S∗HM)≥ε

}
.

Let x = (s, xn) be Fermi normal coordinates along H, i.e., let x = expqH(s) xnνs
where s 7→ qH(s) ∈ H denotes a local parametrization of H. Then H = {xn =
0}. Let ξ = (σ, ξn) ∈ T ∗M denote the corresponding symplectically dual fiber
coordinates.

Let ψε ∈ C∞0 (R), ψε ≡ 1 on [−ε/2, ε/2] and ψε ≡ 0 on (−∞,−ε] ∪ [ε,∞).

In Fermi normal coordinates, we may take the cutoff χ
(tan)
ε ∈ C∞(T ∗M) (see also

(i)-(iii) in the Introduction) to be

(12.38) χ(tan)
ε (s, yn, σ, ηn) = ψε

( |ηn|2
|σ|2 + |ηn|2

)
· ψε(yn),

which is equal to one in a conic neighborhood of T ∗H = {yn = ηn = 0}. We further

introduce a homogeneous cutoff χ
(n)
ε ∈ C∞(T ∗M) given by

(12.39) χ(n)
ε (s, yn, σ, ηn) = ψε

( |σ|2
|σ|2 + |ηn|2

)
· ψε(yn)

which equals one on a conic neighborhood of N∗H = {yn = σ = 0}. More precisely,
we multiply (12.38) and (12.39) by a bump function ψ(ξ) which vanishes identically
near the zero section.

We also put

(12.40) χε := χ(tan)
ε + χ(n)

ε

and denote the corresponding pseudo-differential operator by χε(x,D) or by Op(χε).

12.11. Canonical relation of γH

As mentioned above, γH fails to be a homogeneous Fourier integral operator
due to 0-components in its wave front set. The In this section we go through the
calculation.

We define
(12.41)

CH = {(s, ξ, s, ξ′) ∈ T ∗HM × T ∗HM : s ∈ H, ξ|TH = ξ′|TH},
ĈH = {(s, ξ, s, ξ′) ∈ T ∗HM × T ∗HM : s ∈ H, ξ|TH = ξ′|TH , |ξ| = |ξ′|},
SĈH = {(s, ξ, s, ξ′) ∈ T ∗HM × T ∗HM : s ∈ H, ξ|TH = ξ′|TH , |ξ| = |ξ′| = 1}
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As above, SF denotes the unit vectors in any set F . Thus, ĈH = R+SĈH . As will

be seen below, CH is the canonical relation of γ∗H OpH(a)γH , and ĈH arises in the

canonical relation of V T,ε(a).
We recall that the fiber product of two fiber bundles π : X → Z and ρ : Y → Z

is the submanifold X ×Z Y ⊂ X × Y equal to ({(x, y) : π(x) = ρ(y)}. We apply
the same terminology with X = Y = S∗HM , Z = B∗H and π, ρ = γH , but as just
observed, the restriction map is not a fiber bundle projection but a folding map.

Lemma 12.19. We have:

• CH ' T ∗HM ×T∗H T ∗HM is the fiber square of T ∗HM with respect to the
restriction map γH : T ∗HM → T ∗H. It is an embedded Lagrangian sub-
manifold of T ∗M × T ∗M .

• ĈH := RSĈH ' T ∗HM ×S∗H T ∗HM is an immersed homogeneous isotropic
submanifold of dimension 2n − 1 with transverse crossings on the self-
intersection locus R+∆S∗H×S∗H = ∆T∗H×T∗H . Also, ĈH ∩ (T ∗H ×
T ∗H) = ∆T∗H∩T∗H .

• SĈH ' S∗HM ×S∗H S∗HM is the ‘fiber square’ of S∗HM with respect to the
(folding) restriction map γH : S∗HM → S∗H. It is an immersed isotropic
submanifold of dimension 2n − 2 with transversal crossings on the self-
intersection locus ∆S∗H×S∗H .

Proof. The defining equations of CH ⊂ T ∗HM × T ∗HM are given by equat-
ing the map (v, w) → v|TH − w|TH ∈ T ∗H to zero. This map is a submersion.
Suppressing the s ∈ H variable, it is just the map (σ, yn, σ

′, y′n) → σ − σ′ with
σ, σ′ ∈ Rn−1, yn ∈ R. Thus, the zero set is a regular level set, hence an embedded
submanifold of codimension n = dimM .

We observe that SĈH is the union SĈH = graph(Id) ∪ graph(rH) of the
identity and reflection maps. The graphs intersect transversely along the diago-
nal ∆S∗H×S∗H ⊂ S∗H × S∗H, since the tangent space to the identity graph is
the diagonal and the tangent space to the reflection map is the ‘anti-diagonal’
(v,−v) ∈ T (S∗H × S∗H). That is, the equation πH(ζ, ζ ′) := γH(ζ) − γH(ζ ′) = 0
in S∗HM × S∗HM defines a submanifold of codimension n− 1 on the dense open set
where DζγH , Dζ′γH spans TB∗H. Suppressing the variable along H, the singulari-
ties at each x ∈ H are those of the map π : Sn−1×Sn−1 → Rn−1, π(σ, yn;σ′, y′n) =

σ − σ′, where (σ, yn) ∈ Rn−1 × R, |σ|2 + y2
n = 1. Thus, yn = ±

√
1− |σ|2 and

π−1(0) = {σ, yn, σ, yn)}∪{(σ, yn, σ,−yn)}. Here, we fix s ∈ H and identify T ∗sM '
Rn, T ∗sH ' Rn−1.

Since R+SĈH is the homogenization, we only need to homogenize the results

for SĈH . In more detail, we again fix x and consider the map π(r, s, yn, s
′, y′n) =

r(s− s′) from R+ × Sn−1 × Sn−1 → Rn−1. The zero set is again defined by s = s′.
The radial tangent direction is in the kernel of Dπ along π−1(0). Finally, we note

that if (x, ξ, x, ξ′) ∈ ĈH ∩ (T ∗H × T ∗H), then ξ = ξ′. �

12.12. The canonical relation of γ∗H OpH(a)γH

In Fermi normal coordinates,
(12.42)

OpH(a)γH(s;xn, s
′) = Cn

∫
ei〈s−s

′,σ〉−ixnξna(s, σ)(1− χε(s′, xn, σ′, ξn)) dξndσ.
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The phase ϕ(s, xn, s
′, ξn, σ) = 〈s− s′, σ〉 − xnξn is linear and non-degenerate. The

number of phase variables is N = d and n = 2d − 1, where d = dimM , so N
2 −

n
4 = 1

4 . Then Cϕ = {(s, xn, s′, σ, ξn) : s = s′, xn = 0} and ιϕ(s, 0, s, σ, ξn) →
(s, σ, s, σ, 0, ξn).

We recall ([Ho1, Theorem 8.2.14]) that the general composition of wave front
sets has the following form. Let A : C∞0 (Y )→ D′(X), B : C∞0 (Z)→ D′(Y ). Then
if WF′Y (A) ∩WF′Y (B) = ∅, then A ◦B : C∞0 (Z)→ D′(X) and

WF′(A ◦B) ⊂WF′(A) ◦WF′(B) ∪ (WF′X(A)⊗ 0T∗Z) ∪ (0T∗X ×WF′Z(B)).

Thus,

WF′(γ∗H OpH(a)γH) ⊂ {(q, ξ, q, ξ′) : ξ|H = ξ′|H), (q, ξ), (q, ξ′) ∈ T ∗HM − 0}
(12.43)

∪ {(q, ν, q, 0) : (q, ν) ∈ N∗H − 0}(12.44)

∪ {(q, 0, q, ν) : ν ∈ N∗H − 0}.(12.45)

With the cutoff (1−χ ε
2
) on the left and (1−χε) on the right of γ∗H OpH(a)γH , the

last two sets are erased. Observing that (1−χ ε
2
)(1−χε) = 1−χε, we have proved

Lemma 12.20. If a ∈ S0
cl(T

∗H), then (γ∗H OpH(a)γH)≥ε ∈ I
1
2 (M ×M,CH). In

the Fermi normal coordinates the symbol is given by

σ(γ∗H OpH(a)γH)≥ε(s, σ, ηn, η
′
n) = (1− χε)a(s, ξ|TH)|Ω| 12 ,

where Ω = |ds ∧ dσ ∧ dηn ∧ dη′n|.
Proof. In Lemma 12.19, we showed that CH is an embedded Lagrangian sub-

manifold of T ∗M × T ∗M . The proof shows that the composition of Λ∗H ◦ ΛH is
transversal. Since the order of γ∗H equals that of γH and the orders add under
transversal composition, the order of (γ∗H OpH(a)γH)≥ε is 1

2 . Hence, for any ho-
mogeneous pseudo-differential operator OpH(a) on H,

(12.46) (γ∗H Op(a)γH)≥ε ∈ I
1
2 (M ×M,CH).

Next we compute its principal symbol. By Lemma 12.19, CH is the fiber
product T ∗HM ×T∗H T ∗HM , hence it carries a canonical half-density (associated to
the fiber map). As discussed in [GSt, p.350], on any fiber product A ×B C, half-
densities on A,C together with a negative density on B induce a half density on
the fiber product. In our setting, the canonical half-density on T ∗HM is given by

the square root of the quotient ΩT∗M
dyn

= ds ∧ dσ ∧ dηn of the symplectic volume

density on T ∗M by the differential of the defining function yn of T ∗HM . We also
have a canonical density |ds ∧ dσ| on T ∗H, which induces a canonical −1-density.

The induced half-density on CH is then |ds ∧ dσ ∧ dηn ∧ dη′n|
1
2 .

We compute the principal symbol and order using the special oscillatory integral
formula,

γ∗H Op(a)γH(s, xn; s′, x′n) = Cnδ0(xn)

∫
ei〈s−s

′,σ〉−ix′nξ′na(s, σ) dξ′ndσ

= Cn

∫
Rn×R×R

ei〈s−s
′,σ〉+ixnξn−ix′nξ′na(s, σ) dξndσdξ

′
n.(12.47)

If we compose on left and right by (1 − χε) and (1 − χ ε
2
) respectively then we

further obtain factor of (1 − χε(s, xn, σ, ξn)) under the integral. The phase is
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ϕ(s, xn, s
′, x′n, ξn, ξ

′
n, σ) = 〈s− s′, σ〉+xnξn−x′nξ′n with phase variables (ξn, ξ

′
n, σ),

and

Cϕ = {(s, xn, s′, x′n, σ, ξn, ξ′n) : s = s′, xn = 0, x′n = 0}.
Also,

ιϕ(s, 0, s, 0, σ, ξn, ξ
′
n) = (s, σ, s, σ, 0, ξn, 0, ξ

′
n) ∈ T ∗M × T ∗M.

Thus, (s, σ, ξn, ξ
′
n) define coordinates on Cϕ.

The delta-function on Cϕ is given by

dCϕ =
|ds ∧ dσ ∧ dξn ∧ dξ′n|

|D(s, σ, ξn, ξ′n, ϕ
′
ξn
, ϕ′ξ′nϕ

′
σ)/D(s, s′, σ, xn, x′n, ξn, ξ′n)| .

Since

|D(ϕ′ξn , ϕ
′
ξ′n
, ϕ′σ)/D(s′, xn, x

′
n)| = 1,

the lemma follows. �

12.13. The canonical relation Γ∗ ◦ CH ◦ Γ

It is well known (see [Ho3]) that U(t) ∈ I−
1
4 (R × M × M,Γ), with Γ =

{(t, σ, x, ξ,Gt(x, ξ)) : σ+ |ξ| = 0}. As in [DG], the half density symbol of U(t, x, y)

is the canonical volume half density σU(t,x,y) = |dt⊗ dx ∧ dξ| 12 on Γ.
Here,

(12.48) Γ∗ ◦ CH ◦ Γ = {(t′,−|ξ′|, t, |ξ|, Gt′(s, ξ′), Gt(s, ξ))
∈ T ∗R× T ∗R× T ∗M × T ∗M such that ξ|TH = ξ′|TH}.

Lemma 12.21. The (set-theoretic) composition Γ∗ ◦ CH ◦ Γ is transversal, and
Γ∗◦CH ◦Γ ⊂ T ∗R×T ∗R×T ∗M×T ∗M is the Lagrangian submanifold parametrized
by the embedding

ιΓ∗CHΓ : R× R× T ∗HM → T ∗(R× R×M ×M),(12.49)

ιΓ∗CHΓ(t′, t, s, ξ, ξ′) = (t′,−|ξ′|, t, |ξ|, Gt′(s, ξ), Gt(s, ξ′)), ξ|TH = ξ′|TH .(12.50)

Proof. This follows from the following observation: if χ : T ∗M−0→ T ∗M−0
is a homogeneous canonical transformation and Γχ ⊂ T ∗M × T ∗M is its graph,
and if Λ ⊂ T ∗M × T ∗M is any homogeneous Lagrangian submanifold with no
elements of the form (0, λ2), the Γχ ◦Λ is a transversal composition with composed
relation {(χ(λ1), λ2) : (λ1, λ2) ∈ Λ}. The condition that λ1 6= 0 is so that χ(λ1) is
well-defined.

We recall that transversality refers to the intersection

Γχ × Λ ∩ T ∗M ×∆T∗M×T∗M × T ∗M.

Now, the tangent space at any intersection point to T ∗M × ∆T∗M×T∗M × T ∗M
contains all vectors of the form (v, 0, 0, 0) and (0, 0, 0, v′) with v, v′ ∈ T (T ∗M).
Hence to prove transversality it suffices to fill in the middle two components. The
diagonal T∆T∗M×T∗M contributes all tangent vectors of the form (w,w). On the
other hand, the middle components of Γχ × Λ have the form (w, δλ1) where w ∈
T (T ∗M) is arbitrary. The sum of such vectors with the diagonal contains all vectors
of the form (w+v, δλ+v′) and therefore clearly spans the middle T (T ∗M ×T ∗M).
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We apply this observation in two steps. First, we compose

CH ◦ Γ = {(s, ξ′, Gt(s, ξ), t,−|ξ|) : (s, ξ) ∈ T ∗HM, ξ|TH = ξ′|TH}(12.51)

⊂ T ∗M × T ∗M × T ∗R\0.(12.52)

By the first part of Lemma 12.19, CH is a Lagrangian submanifold, so the argument
about graphs applies to show that this composition is transversal (including the
innocuous T ∗R factor.) We then apply the same argument to the left composition
with Γ. It is straightforward to determine the composite as stated above. �

12.14. The pullback ΓH := ∆∗tΓ
∗ ◦ CH ◦ Γ

We now consider the pullback of Γ∗◦CH ◦Γ under the time diagonal embedding
∆t(t, x, y) = (t, t, x, y) : R×M ×M → R× R×M ×M . We define

(12.53) (Gt ×Gt)(CH) = {(Gt(s, ξ), Gt(s, ξ′)) : (s, ξ, s, ξ′) ∈ CH},
and

(12.54) ΓH := {t, |ξ| − |ξ′|, (Gt(s, ξ), Gt(s, ξ′)) ∈ T ∗R× (Gt ×Gt)(CH))}.
Lemma 12.22. The map ∆t is transversal to (Γ∗ ◦ CH ◦ Γ), hence

∆∗t (Γ
∗ ◦ CH ◦ Γ) = ΓH

is a smoothly embedded canonical relation under the Lagrange embedding

ιΓH : R× T ∗HM → T ∗(R×M ×M),(12.55)

ιΓH (t, s, ξ, ξ′) = (t, |ξ| − |ξ′|, Gt(s, ξ), Gt(s, ξ′)), ξ|TH = ξ′|TH .(12.56)

Proof. The explicit formula for the composition is simple to verify. We recall
that a map f : X → Y is said to be transversal to W ⊂ T ∗Y if df∗η 6= 0 for
any η ∈ W . By [GSt, Proposition 4.1], if f : X → Y is smooth and Λ ⊂ T ∗Y is
Lagrangian, and if f : X → Y and π|Λ : Λ→ Y are transverse then f∗Λ ⊂ T ∗X is
Lagrangian. It is clear from the explicit formula for the pullback that transversality
holds.

Since Gt × Gt is a homogeneous diffeomorphism, Gt × Gt(CH) is a smooth
embedded manifold, and the map ιt,CH : T ∗HM ×T∗H T ∗HM → Gt × Gt(CH) ⊂
T ∗M × T ∗M is a smooth embedding. �

12.15. The pushforward πt∗∆∗tΓ
∗ ◦ CH ◦ Γ

We now consider the map πt : R ×M ×M → M ×M and push forward the
canonical relation ∆∗tΓ

∗ ◦ CH ◦ Γ. We recall that V T,ε(a) is cutoff in time (by χT )
to |t| ≤ T and thus (12.125),

∆T∗M×T∗M ∪ ΓT =
⋃
|t|≤T
{(Gt(s, ξ), Gt(s, ξ′)) : (s, ξ, s, ξ′) ∈ CH , |ξ| = |ξ′|}

(12.57)

=
⋃
|t|≤T

(Gt ×Gt)ĈH .(12.58)

is the proper pushforward

(12.59) ΓT = πt∗∆
∗
tΓ
∗ ◦ CH ◦ Γ, πt : [−T, T ]×M ×M →M ×M.
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Of course, the sharp cutoff to [−T, T ] puts a boundary in ΓT , but it causes no
problems since all of our operators are smooth in a neighborhood of the boundary
and since we use the smooth cutoff χ( tT ) in the definition of V̄T .

We recall that the pushforward of Λ ⊂ T ∗X under a map f : X → Y is defined
by f∗Λ = {(y, η) : y = f(x), (x, f∗η) ∈ Λ)}. As discussed in [GSt, Proposition 4.2],
if f : X → Y is a smooth map of constant rank and H∗(X) is the bundle of
horizontal covectors, and if Λ ∩ H∗(X) is transversal then f∗(Λ) is a Lagrangian
submanifold. Here, H∗(X) = f∗T ∗Y is the set of covectors which annihilate the
tangent space to the fibers.

In our setting, π∗t T
∗(M ×M) is the co-horizontal space H∗ ⊂ T ∗(R×M ×M)

which is co-normal to the fibers of πt, i.e., its elements have the form (t, 0, x, ξ, y, η).
Let τ : T ∗R × T ∗M × T ∗M → R be the projection onto the second component of
T ∗R = {(t, τ)}. Thus,

ΓH ∩H∗(M ×M) = ∆∗tΓ
∗ ◦ CH ◦ Γ ∩H∗(M ×M)

= {z ∈ ∆∗tΓ
∗ ◦ CH ◦ Γ : τ(z) = 0},(12.60)

and the pushforward relation is

(12.61)

ΓT =
⋃
|t|≤T {(Gt(s, ξ), Gt(s, ξ′)) : (s, ξ, s, ξ′) ∈ CH , |ξ| = |ξ′|}

=
⋃
|t|≤T (Gt ×Gt)ĈH .

Note that
⋃
|t|≤T G

t(T ∗xM) projects (for small t) to M to the ball of radius t around
x.

Proposition 12.23. For any ε > 0, ∆T∗M×T∗M ∪ ΓT,ε ⊂ T ∗M × T ∗M is
smoothly immersed homogeneous canonical relation.

By Lemma 12.19, (12.57) is the flow-out of an immersed Lagrangian subman-
ifold with transversal crossings on R+∆S∗H×S∗H . Equivalently, the pushforward
relation is parametrized by the Lagrange mapping

(12.62) ι : R× ĈH → T ∗M × T ∗M : (t, s, ξ, ξ′) 7→ (Gt(s, ξ), Gt(s, ξ′)).

The following Lemma is the final step in the proof of Proposition 12.23, and
indeed is more precise than necessary for the proof.

Lemma 12.24. We have

• dτ 6= 0 on (12.60) except on the set of points of R × ∆S∗H×S∗H . Con-
sequently, (12.60) is a smooth manifold except at these points and the
pushforward

πt∗∆
∗
t

(
Γ∗ ◦ CH ◦ Γ\T ∗R× R+(∆S∗H×S∗H)

)
is an (immersed) Lagrangian submanifold.

• ι|R×(ĈH\R∆S∗H×S∗H) is a Lagrange immersion, with self-intersections cor-

responding to ‘return times.’

Proof. As noted above, if ΓH = ∆∗tΓ
∗ ◦ CH ◦ Γ intersects 0R × T ∗M × T ∗M

transversely, then πt∗∆∗tΓ
∗ ◦ CH ◦ Γ is Lagrangian. Since H∗(M ×M) is of co-

dimension one, ∆∗Γ∗◦CH ◦Γ fails to be transverse at an intersection point only if its
tangent space is contained in T (H∗(M×M)). Thus, it fails to be transverse only at

points where dτ = τ = 0. Since τ(t, s, ξ, ξ′) = |ξ|− |ξ′| =
√
σ2 + η2

n−
√
σ2 + (η′n)2,

we see that τ = 0 if and only if ηn = ±η′n and dτ = 0 on this set if and only if
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ηn = η′n = 0. This proves that the intersection (12.60) is transversal except on
the set 0R × ∆T∗H×T∗H and that it fails to be transversal there. Consequently,
the pushforward is a smoothly immersed Lagrangian submanifold away from this
singular set.

We now consider ι and first restrict it to R× (ĈH\∆T∗H×T∗H) since ĈH does
not have a well-defined tangent plane on the critical locus. The map ι is then
an immersion as long as (Gt × Gt)(ĈH) is transverse to the orbits of Gt × Gt.
Note that S∗H is the set of points of S∗HM where the Hamilton vector field Hg of
g = |ξ| is tangent to S∗HM . Hence, ι|R×(ĈH\R∆S∗H×S∗H) is a Lagrange immersion.

It follows that πt∗∆∗tΓ
∗ ◦ CH ◦ Γ is an immersed canonical relation away from the

set R+

⋃
|t|≤T (Gt ×Gt)(S∗H × S∗H).

We next consider self-intersection set of this immersion. The fiber

(12.63) ι−1(x0, ξ0, y0, η0) =

{(t, s, ξ, ξ′) ∈ R× ĈH : (G−t(s, ξ), G−t(s, ξ′)) = (x0, ξ0, y0, η0)},
of ι over a point in the image corresponds to simultaneous hitting times of (x0, ξ0)
and (y0, η0) on T ∗HM . Thus, the self-intersection locus of ΓT,ε consists of the image
of pairs (t, s, ξ, ξ′), (t′, s′, η, η′) such that

Gt(s, ξ′) = Gt
′
(s′, η′) ⇐⇒ Gt−t

′
(s, ξ), Gt−t

′
(s, ξ′) ∈ T ∗HM.

If ξ = ξ′ then (s, η) = (s′, η′) and the self-intersection points correspond to the
return times and positions of (s, ξ) to T ∗HM . If ξ′ = rHξ, then the self-intersection
points correspond to the times where the left and right times are the same. Away
from T ∗H × T ∗H the set of return times is discrete.

This concludes the proof of the Lemma and hence of Proposition 12.23. �

12.16. The symbol of U(t1)∗(γ∗H OpH(a)γH)≥εU(t2)

The canonical relation of U(t1)∗(γ∗H OpH(a)γH)≥εU(t2) was determined in
Lemma 12.21. We now work out its symbol.

Lemma 12.25. If a ∈ S0
cl(T

∗H), then

U(−t1)(γ∗H Op(a)γH)≥εU(t2) ∈ I0(R×M × R×M,Γ∗ ◦ CH ◦ Γ).

Under the embedding ιΓ∗CHΓ of Lemma 12.21, the principal symbol pulls back to
the homogeneous function on R× R× T ∗HM given by

(1− χε)aH(s, ξ) |dt ∧ dt1 ∧ Ω| 12 ,
where |dt ∧ dt1 ∧ Ω| 12 is the canonical volume half-density on Γ∗ ◦ CH ◦ Γ (defined
in the proof).

Proof. It is well known (see [Ho3]) that U(t) ∈ I− 1
4 (R ×M ×M,Γ), with

Γ = {(t, τ, x, ξ,Gt(x, ξ)) : τ + |ξ| = 0}. As in [DG], the half density symbol

of U(t, x, y) is the canonical volume half density σU(t,x,y) = |dt ⊗ dx ∧ dξ| 12 on
Γ. By Proposition 12.21, the composition is Γ∗ ◦ CH ◦ Γ is transversal for any
hypersurface H, hence U(−t1)(γ∗H OpH(a)γH)≥εU(t2) is a Fourier integral operator
with the stated canonical relation. Under transversal composition the orders add,
and the stated order follows from Lemma 12.20 together with the fact that U(t) ∈
I−

1
4 (R×M ×M,Γ).
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To prove the formula for the symbol, we observe that Γ∗◦CH ◦Γ is parametrized
by

(12.64) ι1(t, t′, s, σ, ηn, η
′
n) =

(t, |ξ|, t′,−|ξ′|, Gt(s, ξ), Gt′(s, ξ′)) : s ∈ H, ξ, ξ′ ∈ TxM, ξ|TH = ξ′|TH ,
where ξ = (σ, ηn), ξ′ = (σ, η′n)) are dual Fermi coordinates in the orthogonal decom-
position of T ∗HM = T ∗H ⊕ N∗H. The natural volume half density on parameter

domain of Γ◦CH ◦Γ is |dt1∧dt2∧ds∧dσ∧dηn∧dη′n|
1
2 where ds∧dσ is the symplec-

tic volume form on T ∗H, where (ηn, η
′
n) are the normal components of (ξ, ξ′) and

where dηn is the Riemannian density on N∗sH. The stated symbol then follows by
transversal composition from the symbols of U(t) and of γ∗H OpH(a)γH determined
in Lemma 12.21). �

By standard wave front calculus, it follows that

(12.65) γ∗H OpH(a)γH = (γ∗HOpH(a)γH))≥ε + (γ∗H OpH(a)γH))≤ε +Kε,

with 〈Kεϕj , ϕj〉L2(M) = O(λ−∞j ).

12.17. Proof of the restricted local Weyl law: Proposition 12.14

By the analysis of the canonical relations above, U(t)(γ∗H OpH(a)γH)≥ε is
a Fourier integral operator of order 1

4 associated to the (clean) composition of
the canonical relation Γ of U(t) and CH . The trace (12.26) is the further com-
position with π∗∆∗ as in [DG], where ∆: R × M → R × M × M is the em-
bedding (t, x) → (t, x, x) and π : R × M → R is the natural projection. Then
π∗∆∗U(t) ◦ (γ∗HOpH(a)γH)≥ε has singularities at times t so that Gt(x, ξ) = (x, ξ)
with (x, ξ) ∈ S∗HM . By the standard Fourier Tauberian theorem (see [Ho2]) the
growth rate of the sums above are determined by the singularity at t = 0 of the
trace, where of course all of S∗HM is fixed. Hence the fixed point set is a codi-
mension one submanifold of S∗M . If n = dimM , π∗∆∗U(t) ◦ (γ∗H OpH(a)γH)≥ε ∈
I

1
4 +n−1− 1

4 (T ∗0 R).
Note that, due to the drop of one in codimension, the singularity of the trace

(12.26) loses a degree of 1
2 , but due to the extra 1

2 in the order of (γ∗H OpH(a)γH)≥ε
(compared to a pseudo-differential operator), it gains it back again. Hence the order
of the singularity of (12.26) is the same as for pseudo-differential operators, and
so the spectral asymptotics have the same order in λ. The principal symbol of the
trace is determined by the symbol composition and Lemma 12.20. Except for the
factor of γ∗Ha, the half-density symbol is the canonical Liouville volume form on
S∗HM . Since γ∗Ha is a pullback from B∗H, we can project the measure to B∗H and
then we obtain the stated formula.

It remains to show that

lim
λ→∞

1

N(λ)

∑
j:λj≤λ

〈OpH(a)γHϕj , γHϕj〉 = (12.25) + o(1) as ε→ 0.

In view of (12.65), it is enough to prove

lim
λ→∞

1

N(λ)

∑
j:λj≤λ

〈χ2εγ
∗
H OpH(a)γHχεϕj , ϕj〉 = o(1) as ε→ 0.
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There are three types of terms: one with the tangential cutoff in both cutoff
positions, one with the normal cutoff in both positions and two mixed ones with
one tangential and one normal cutoff. Successive applications of the inequality
ab ≤ 1

2 (a2 + b2), Cauchy-Schwarz and L2-boundedness of OpH(a) implies that

(12.66)

∣∣∣∣∣∣ 1

N(λ)

∑
λj≤λ
〈(γ∗H OpH(a)γH)≤εϕj , ϕj〉

∣∣∣∣∣∣ ≤ C

N(λ)

∑
λj≤λ

(
‖γHχ(tan)

ε ϕj‖2L2(H)

+‖γHχ(tan)
2ε ϕj‖2L2(H) + ‖γHχ(n)

ε ϕj‖2L2(H) + ‖γHχ(n)
2ε ϕj‖2L2(H)

)
.

Finally, one applies the pointwise local Weyl law (12.29) on M to estimate the right
side in (12.66). It follows that

(12.67)
1

N(λ)

∑
λj≤λ

‖γHχ(tan)
ε,2ε ϕj‖2L2(H) = O(ε),

and the same is true for the other cutoff operators χ
(n)
ε,2ε .

12.18. Asymptotic completeness and orthogonality of Cauchy data

In this section we consider convergence of eigenfunction expansions and, in
a new direction, convergence of expansions in terms of Dirichlet, Neumann and
Cauchy data of eigenfunctions on a hypersurface H, including the boundary when
the Laplacian has boundary conditions. The first topic is very classical and we only
briefly discuss it. The second is new and is still in its infancy. We review several
aspects of the classical (interior) case before discussing the analogues for Cauchy
data.

12.18.1. Convergence and localization of eigenfunction expansions
and their Riesz means. Two classical problems on eigenfunctions are conver-
gence and localization of eigenfunction expansions of functions belonging to various
Sobolev or Holder spaces. Classical results include the almost everywhere conver-
gence of partial sums of Fourier series of continuous or L2 functions on the circle,
or partial Fourier integrals of L2 functions on R. Another type of classical result is
the Riemann localization principle for Fourier series on the circle, which states if an
integrable function vanishes in an open set U then the partial sums of its Fourier
series converge uniformly to zero on compact subsets of U . In dimensions ≥ 2, there
are many ways to define partial sums or integrals in Fourier inversion formulae and
that quickly leads to many well known open problems. For instance one may define
rectangular partial sums or spherical partial sums of Fourier series and integrals.
The Gibbs phenomenon in dimension one concerns the lack of uniformity in the
convergence of partial sums of Fourier series of piecewise smooth functions with a
jump discontinuity.

Tonelli showed that localization does not hold on higher dimensional tori Td,
d > 1. Bochner put this in a quantitative form for spherical summation of multiple
Fourier series or integrals. He introduced the Bochner-Riesz means of order δ,

(12.68) Sδλf(x) =
∑
j

(
1− λj

λ

)δ
Ejf,
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where Ej : L2(T d) → E(λj) is the eigenspace projection. Localization may fail if

δ < d−1
2 while it holds if δ ≥ d−1

2 in the sense

(12.69) Sδλf(x)→ 0, δ ≥ d− 1

2

at all points of an open set U where f(x) = 0.
The set on which the partial sums/integrals of a function diverge is known as

the set of divergence or an exceptional set. When f belongs to certain Sobolev
spaces, its set of divergence is nicer than a general set of measure zero, and has
capacity zero. We refer to [CGV] for a recent discussion of localization and “sets of
non-localization” for convergence of Riesz means is given in [CGV] in terms of Riesz
kernels. Let 1 ≤ p, q ≤ ∞ with 1

p + 1
q = 1 and consider the norms ‖Sδλ‖Lq(r(x,y)≥ε).

of the linear functionals

Λx,δ,λ(f) = Sδλf(x) on Lp(M)

restricted to the set

(12.70) {f ∈ Lp : f = 0 on Bε(x)}.
The uniform boundedness principle implies that Sδλ(f)(x) → 0 for all f ∈ Lp with
f = 0 on Bε(x) only if these restricted functionals are uniformly bounded. In the

case of Rd, the Riesz kernel at (0, y) has size λ(d−1)/2−δ|y|− (d+1)
2 −δ and are therefore

uniformly bounded if and only if δ ≥ d−1
2 .

A natural question for a geometric analyst is to determine the set of divergence
for functions with controlled singularities, e.g., functions with a jump discontinuity
along a hypersurface. Such questions have been studied by M. Pinsky and M. Tay-
lor. The first issue is to generalize the Gibbs phenomenon to Euclidean spaces Rd of
higher dimensions. In the case δ = 0, Pinsky observed that pointwise localization
fails for the characteristic function χB of the unit ball B ⊂ Rd and that at the
center 0, S0

RχB(0) oscillates between two distinct positive limits (see the Example
of [P2, p.657]) even though χB is smooth in a neighborhood of 0. The discontinuity
at the boundary ∂B propagates in a sense to 0 where it causes divergence of the
partial sums of the eigenfunction expansion. More general results on this ‘Pinsky
phenomenon’ and a wave equation analysis of it are given in [P1, PT, Tay2].
Taylor studies partial sums and Bochner-Riesz means of Fourier series or integrals
for general conormal distributions, a vast generalizations of functions which are
smooth except for a jump discontinuity across a hypersurface.

Geometric analysis of the wave equation enters when one seeks to general-
ize convergence or localization results to eigenfunction expansions on Riemannian
manifolds or to Schrödinger operators.. On any Riemannian manifold one may
consider the Bochner-Riesz means of order δ (12.68). The Schwartz kernel of the
Bochner-Riesz means is

(12.71) Sδλ(x, y) =
∑

j:λj≤λ
(1− λj

λ
)δϕj(x)ϕj(y).

The exponentials ei〈x,ξ〉 have many special features discussed in the section
on Lp norms, such as uniform boundedness, and partial sums of eigenfunctions
on Riemannian manifolds may be expected to reflect curvature properties of the
metric or dynamics of the geodesic flow. To the author’s knowledge, the only
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articles devoted to the effect of geodesic dynamics on convergence, localization and
Gibbs or Pinsky effects are those of [Tay2, BraC1, BraC2].

Closely related to the study of partial sums or Bochner-Riesz means of conormal
distributions is that of pointwise asymptotics for spectral projections kernels and
for Bochner-Riesz kernels (12.71). In effect this amounts to studying partial sums
for the conormal distribution δx(y). There are a variety of results on the Lp −
Lq mapping properties of such kernels [So1], but few if any results on pointwise
asymptotics. The asymptotics for (12.71) simplify if x = y and in particular for the
integrated kernel

∫
M
Sδλ(x, x) dV (x), which depends only on the eigenvalues. Some

results on asymptotics of integrated Bochner-Riesz means are given in [Brun, Sa2].
In [Sa2] the following is stated without proof for δ = 1, 2, . . . and is proved in
[Brun] for general δ > 0.

Theorem 12.26. There exists a bounded function Q(λ) and constants Cj,δ such
that, if dimM = d,

TrSδλ =

[δ]+∑
i=0

Cj,δλ
d−j + λd−1−δQδ(λ) + o(λd−1−δ).

Here, [δ]+ is the smallest integer > δ.

Bruneau works with semi-classical Schrodinger operators at a fixed energy level,
so that his results are more general. In fact Q(λ) is given explicitly in [Sa2, Brun]
and is the same Q that arose as the middle term in the Safarov trace or pre-trace
formula and two-term Weyl law discussed in the section on Lp norms. There exists
a pointwise analogue for the full kernel (12.71) but to the author’s knowledge it has
not been discussed in the literature.

12.19. Expansions in Cauchy data of eigenfunctions

In this section we consider analogous problems for convergence and localization
of Cauchy data of eigenfunctions on a hypersurface.

The Dirichlet or Neumann data of global eigenfunctions on a hypersurface H
may be expected to provide an ‘over-complete’ basis for L2(H) and one may consider
‘eigenfunction expansions’ of certain f ∈ C2(H) with respect to restrictions of
global eigenfunctions. By ‘over-complete’ we mean that there are “too many basis
elements’ in the sense that the growth rate of the interior eigenvalues is one degree
higher than for the boundary eigenvalues. But if one restricts the frequencies to a
narrow window, then the Cauchy data does resemble an asymptotically orthonormal
basis. This was conjectured in [BFS, BFSS] and proved in [HHHZ] if one uses a
particular type of Schwartz weight to define the partial sums of the eigenfunction
expansions.

First we consider Neumann data of Dirichlet eigenfunctions, resp. Dirichlet
data of Neumann eigenfunctions, on H = ∂M and then consider a general interior
hypersurface (possibly on a manifold without boundary). To simplify notation, we
denote the Cauchy data of global eigenfunctions uj on H by{

Dirichlet data: ωj = ϕj |H ,

Neumann data: ψj = ∂νϕj |H .
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Theorem 12.27 (Completeness of boundary traces of Dirichlet eigenfunctions).
Let ρ ∈ S(R) be such that ρ̂ is identically 1 near 0, and has sufficiently small support.
Then for any f ∈ C∞(∂M), we have

(12.72) f(x) = lim
λ→∞

π

2

∑
j

ρ(λ− λj)λ−2
j 〈ψj , f〉ψj(x),

where 〈·, ·〉 = 〈·, ·〉∂M denotes the inner product in L2(∂M).

The expansion on the right side thus exhibits the localization property: if one
modifies f away from x it changes the Fourier coefficients but not the value of
the expansion at x. Localization essentially involves finite propagation speed of
the wave equation and is ensured here by the support assumption on ρ̂. In the
Neumann case,

Theorem 12.28 (Completeness of boundary traces of Neumann eigenfunc-
tions). Let ρ be as in Theorem 12.27. Then for any ϕ ∈ C∞(∂M), we have as
λ→∞,

(12.73)
π

2

∑
j

ρ(λ− λj)〈ωj , f〉ωj(y) = f(y) +
1

2
λ−2

[
∆∂M −

3

4
(n− 1)2H2

y

+
1

2
(n− 1)(n− 2)Ky

]
f(y) +O(λ−3).

This completeness result also holds for any interior hypersurface H.

Theorem 12.29 (Completeness of Cauchy data on interior hypersurfaces). Let
ρ ∈ S(R) be as in Theorem 12.27. Then for any ϕ ∈ C∞(H), we have

ϕ(x) = lim
λ→∞

π
∑
j

ρ(λ− λj)〈ωj , ϕ〉ωj(x),

and

ϕ(x) = lim
λ→∞

π
∑
j

ρ(λ− λj)λ−2
j 〈ψj , ϕ〉ψj(x),

where 〈·, ·〉 = 〈·, ·〉∂M denotes the inner product in L2(H).

The theorems are proved by studying the operator KD
λ of (12.72):

(12.74) KD
λ =

π

2

∑
j

ρ(λ− λj)λ−2
j ψj〈ψj , ·〉,

resp. the Neumann analogue KN
λ :

(12.75) KN
λ =

π

2

∑
j

ρ(λ− λj)ωj〈ωj , ·〉.

The key property of these operators is:

Theorem 12.30. Let Ah be a semiclassical pseudo-differential operator on ∂M ,
microsupported in {(y, η) ∈ T ∗(∂M) : |η| < 1− ε1} for some ε1 > 0. Let ρ be such
that ρ̂ is supported sufficiently close to 0 (depending on ε1). Then

(1) AhK
D
h−1 and KD

h−1Ah are semiclassical pseudo-differential operators with
principal symbol

(12.76) σ(A)(1− |η|2)1/2;
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(2) AhK
N
h−1 and KN

h−1Ah are semiclassical pseudo-differential operators with
principal symbol

(12.77) σ(A)(1− |η|2)−1/2.

This is proved by studying the canonical relations and principal symbols of the
Fourier transform

2πρ̂(t)RyRy′ cos(t
√
−∆) and 2πρ̂(t)RyRy′dnydny′

cos(t
√
−∆)

−∆

of the operators KD
λ and KN

λ in λ (t is the dual variable of λ). Here Ry denotes
the restriction operator. One finds that

(1) the kernels of

ρ̂(t)χ(y,Dt, Dy) ◦RyRy′ cos(t
√
−∆), ρ̂(t)RyRy′ cos(t

√
−∆) ◦ χ(y,Dt, Dy)

are distributions conormal to {y = y′, t = 0} with principal symbol

χ(y, τ, η)

(
1−
|η|2g̃
τ2

)− 1
2

;

(2) the kernels of

ρ̂(t)χ(y,Dt, Dy)◦RyRy′dnydny′
cos(t

√
−∆)

−∆
, ρ̂(t)RyRy′dnydny′

cos(t
√
−∆)

−∆
◦χ(y,Dt, Dy)

are distributions conormal to {y = y′, t = 0} with principal symbol

χ(y, τ, η)

(
1−
|η|2g̃
τ2

) 1
2

,

in which g̃ is the induced metric on H.

12.20. Bochner-Riesz means for Cauchy data

Comparing results on summation and localization of eigenfunction expansions
on M and on H suggests a refinement in which one replaces (12.74) or (12.10) by
Bochner-Riesz means. In this section we briefly mention a conjectural sharpening of
Theorem 12.27 to give what might be called Bochner-Riesz means for Cauchy data.
We sharpen the Schwartz-weighted operators (12.74) and (12.10) by taking the
Cauchy data of the interior Bochner-Riesz means on H. For simplicity of notation
we use the superscript Kb to be the relevant component of the Cauchy data of a
kernel on H. As above the hypersurface could be an interior hypersurface or the
boundary (when ∂M 6= ∅).

Definition 12.31. We define the Cauchy data Bochner-Riesz kernels of order
δ for Cauchy data by

(12.78) Sδ,bλ (q, q′) =
∑
j

(
1− λj

λ

)δ
Ebj (q, q

′) =
∑

j:λj≤λ

(
1− λj

λ

)δ
ϕbj(q)ϕ

b
j(q
′).

The Riesz mean of the Dirichlet data expansion of a function f ∈ C∞(∂M) is
defined by

(12.79) Sδ,bλ f(x) =
∑

j:λj≤λ

(
1− λj

λ

)δ
+

(∫
H

f(y)ϕbj(y) dS(y)

)
ϕbj(x).
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The question is whether it converges pointwise to f for f ∈ C∞(M) or for f in
some given Sobolev class. By comparing to Theorem 12.26 one might state the
conjecture:

Conjecture 12.32. Let (M, g, ∂M) be a C∞ Riemannian manifold with bound-
ary. Assume that Qb(x, λ) = 0. Then for either Dirichlet or Neumann boundary
conditions,

Sδ,bλ f(x) =
∑

j:λj≤λ
(1− λj

λ
)n−1
+

(∫
Y

f(y)ϕbj(y) dS(y)

)
ϕbj(x)(12.80)

' λn−1−δf(x) + o(λn−1−δ).(12.81)

12.21. Quantum ergodic restriction theorems

In this section, we review a series of QER (quantum ergodic restriction) the-
orems. Roughly speaking, such theorems say that if the geodesic flow is ergodic,
then Cauchy data of global ergodic eigenfunctions remain ergodic when restricted
to a hypersurface. There are two types of QER theorems: (i) one for the Cauchy
data of eigenfunctions, which is universal in that it does not require any restrictions
on the hypersurface H; (ii) a subtler one for Dirichlet data (or for Neumann data),
which does require an ‘asymmetry’ condition on H. For generic hypersurfaces, the
Dirichlet and Neumann data are separately ergodic.

To be more precise, let H ⊂ M be a hypersurface and consider the Cauchy
data (ϕj |H , λ−1

j ∂νϕj |H) of eigenfunctions along H. A QER theorem seeks to find
limits of matrix elements of this data along H with respect to pseudo-differential
operators OpH(a) on H. The main idea is that S∗HM , the set of unit covectors
with footpoints on H, is a cross-section to the geodesic flow and the first return
map of the geodesic flow for S∗HM is ergodic. The Cauchy data should be the
quantum analogue of such a cross section and therefore should be quantum ergodic
on H. QER theorems give asymptotics for

∫
H
fϕ2

jdS for any f ∈ C∞(H) and
for more general matrix elements 〈Oph(a)ϕj |Hϕj |H〉L2(H) relative to semi-classical
pseudo-differential operators on H. As is usual in quantum ergodic theory, we must
discard a possible sparse subsequence of eigenfunctions of a given orthonormal basis
to obtain limits.

12.21.1. Quantum ergodicity of Cauchy data of restrictions. Let H ⊂
M be a smooth hypersurface which does not meet ∂M if ∂M 6= ∅. The main
result of this section (Theorem 12.33) is that the semiclassical Cauchy data (12.3)
of eigenfunctions is always quantum ergodic along any hypersurface H ⊂ M if
the eigenfunctions are quantum ergodic on the global manifold M . The theorem
is due to Christianson, Toth and the author [CTZ] but is a generalization of the
boundary case where H = ∂M , which was proved in [HZ] and in [Bu2] and for
Dirichlet eigenfunctions of C1,1 plane domains in [GL].

To state the results precisely, we introduce some notation. We work with the
semiclassical calculus of pseudo-differential operators on both M and H. We fix
(Weyl) quantizations a → aw of semi-classical symbols to semi-classical pseudo-
differential operators. When it is necessary to indicate which manifold is involved,
we either write OpH(a) for pseudo-differential operators on H or we use capital
letters Aw(x, hD) to indicate operators on M and small letters aw(y, hDy) to indi-
cate operators on H. With no loss of generality, we assume that H is orientable,
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embedded, and separating in the sense that

M\H = M+ ∪M−
where M± are domains with boundary in M . Since the results are local on H, this
is not a restriction on the hypersurface.

Given a quantization a → OpH(a) of semi-classical symbols a ∈ S0
sc(H) of

order zero to semi-classical pseudo-differential operators on L2(H), we define the
microlocal lifts of the Neumann data as the linear functionals on a ∈ S0

sc(H) given
by

µNh (a) :=

∫
B∗H

a dΦNh := 〈OpH(a)hDνϕh|H , hDνϕh|H〉L2(H).

We also define the renormalized microlocal lifts of the Dirichlet data by

µDh (a) :=

∫
B∗H

a dΦRDh := 〈OpH(a)(1 + h2∆H)ϕh|H , ϕh|H〉L2(H).

Finally, we define the microlocal lift dΦCDh of the Cauchy data to be the sum

(12.82) dΦCDh := dΦNh + dΦRDh .

Here, h2∆H denotes the negative tangential Laplacian for the induced metric on
H, so that the operator (1 + h2∆H) is characteristic precisely on the glancing set
S∗H of H. Intuitively, we have renormalized the Dirichlet data by damping out
the whispering gallery components.

The distributions µNh , µ
D
h are asymptotically positive, but are not normalized to

have mass one and may tend to infinity. They depend on the choice of quantization,
but their possible weak* limits as h→ 0 do not. We refer to [Zw] for background
on semi-classical microlocal analysis.

Our first result is that the Cauchy data of a sequence of quantum ergodic eigen-
functions restricted to H is automatically QER for semiclassical pseudodifferential
operators with symbols vanishing on the glancing set S∗H, i.e., that dΦCDh → ω,
where

ω(a) =
4

µ(S∗M)

∫
B∗H

a0(x′, ξ′)(1− |ξ′|2)1/2 dσ

is the limit state of Theorem 12.33. This was proved in a different way in [ToZ2]
in the case of piecewise smooth Euclidean domains. The assumption H ∩ ∂M = ∅
is for simplicity of exposition and because the case H = ∂M is already known.

Theorem 12.33. Suppose H ⊂ M is a smooth, codimension 1 embedded ori-
entable separating hypersurface and assume H ∩ ∂M = ∅. Assume that {ϕh} is
a quantum ergodic sequence of eigenfunctions (12.2). Then the sequence {dΦCDh }
(12.82) of microlocal lifts of the Cauchy data of ϕh is quantum ergodic on H in the
sense that for any a ∈ S0

sc(H),

(12.83)

〈OpH(a)hDνϕh|H , hDνϕh|H〉L2(H) +
〈
OpH(a)(1 + h2∆H)ϕh|H , ϕh|H

〉
L2(H)

→h→0+

4

µ(S∗M)

∫
B∗H

a0(x′, ξ′)(1− |ξ′|2)1/2 dσ,

where a0(x′, ξ′) is the principal symbol of OpH(a), −h2∆H is the induced tangential
(semiclassical) Laplacian with principal symbol |ξ′|2, µ is the Liouville measure on
S∗M , and dσ is the standard symplectic volume form on B∗H.



12.21. QUANTUM ERGODIC RESTRICTION THEOREMS 291

Remark 12.34. We emphasize that the limit along H in Theorem 12.33 holds
for the full sequence {ϕh}. Thus, if the full sequence of eigenfunctions is known
to be quantum ergodic, i.e., if the sequence is QUE, then the conclusion of the
theorem applies to the full sequence of eigenfunctions.

The proof simply relates the interior and restricted microlocal lifts and reduces
the QER property along H to the QE property of the ambient manifold. If we
assume that QUE holds in the ambient manifold, we automatically get QUER,
which is our first Corollary:

Corollary 12.35. Suppose that {ϕh} is QUE on M . Then the distributions
{dΦCDh } have a unique weak* limit

ω(a) :=
4

µ(S∗M)

∫
B∗H

a0(x′, ξ′)(1− |ξ′|2)1/2dσ.

We note that dΦCDh involves the microlocal lift dΦRDh rather than the microlocal
lift of the Dirichlet data. However, in Theorem 12.36, we see that the analogue of
Theorem 12.33 holds for a density one subsequence if we use the further renormalized
distributions dΦDh +dΦRNh where the microlocal lift dΦDh ∈ D′(B∗H) of the Dirichlet
data of ϕh is defined by∫

B∗H

a dΦDh := 〈OpH(a)ϕh|H , ϕh|H〉L2(H),

and ∫
B∗H

a dΦRNh := 〈(1 + h2∆H + i0)−1 OpH(a)hDνϕh|H , hDνϕh|H〉L2(H).

Theorem 12.36. Suppose H ⊂ M is a smooth, codimension 1 embedded ori-
entable separating hypersurface and assume H ∩ ∂M = ∅. Assume that {ϕh} is
a quantum ergodic sequence. Then, there exists a sub-sequence of density one as
h→ 0+ such that for all a ∈ S0

sc(H),

(12.84)
〈
(1 + h2∆H + i0)−1 OpH(a)hDνϕh|H , hDνϕh|H

〉
L2(H)

+ 〈OpH(a)ϕh|H , ϕh|H〉L2(H) →h→0+

4

µ(S∗M)

∫
B∗H

a0(x′, ξ′)(1− |ξ′|2)−1/2 dσ,

where a0(x′, ξ′) is the principal symbol of OpH(a).

The result relies on the local Weyl law along H (Proposition 12.14; see §12.17)
showing that only a sparse set of eigenfunctions could scar on the glancing set
S∗H. Such eigenfunctions, if they exist, would not be quantum ergodic and are
deleted. This is why we obtain a QER result but not a QUER result (i.e., a
quantum uniquely ergodic restriction theorem). However, the following is a direct
consequence of Theorem 12.36.

Corollary 12.37. Suppose that {ϕh} is QUE on M . Then the distributions
{dΦDh + dΦRNh } have a unique weak* limit

ω(a) :=
4

µ(S∗M)

∫
B∗H

a0(x′, ξ′)(1− |ξ′|2)−1/2 dσ

with respect to the subclass of symbols which vanish on S∗H.
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12.22. Rellich approach to QER: Proof of Theorem 12.33

Let x = (x1, ..., xn−1, xn) = (x′, xn) be Fermi normal coordinates in a small
tubular neighborhood H(ε) of H defined near a point x0 ∈ H. In these coordinates
we can locally write

H(ε) := {(x′, xn) ∈ U × R, |xn| < ε}.

Here U ⊂ Rn−1 is a coordinate chart containing x0 ∈ H and ε > 0 is arbitrarily
small but for the moment, fixed. We let χ ∈ C∞0 (R) be a cutoff with χ(x) = 0 for
|x| ≥ 1 and χ(x) = 1 for |x| ≤ 1/2. In terms of the normal coordinates,

−h2∆g =
1

g(x)
hDxng(x)hDxn +R(xn, x

′, hDx′)

, where R is a second-order h-differential operator along H with coefficients that
depend on xn, and R(0, x′, hDx′) = −h2∆H is the induced tangential semiclassical
Laplacian on H.

The Rellich identity (see §12.3.1) relates matrix elements on H to matrix ele-
ments on M , which are known by global quantum ergodicity. Here, Dxj = 1

i
∂
∂xj

,

Dx′ = (Dx1 , ..., Dxn−1), Dxn = Dν = 1
i ∂ν where ∂ν is the interior unit normal to

M+. It is proved in the same way as (12.14).
Given a ∈ S0,0(T ∗H × (0, h0]), we define

A(x′, xn, hDx) = χ

(
xn
ε

)
hDxna

w(x′, hD′).

By the Rellich identity

(12.85)
i

h

∫
M+

(
[−h2∆g, A(x, hDx)]ϕh(x)

)
ϕh(x) dx

=

∫
H

(hDνA(x′, xn, hDx)ϕh|H)ϕh|H dσH+

∫
H

(A(x′, xn, hDx)ϕh|H)hDνϕh|H dσH .

Since χ(0) = 1 it follows that the second term on the right side of (12.85) is just

(12.86) 〈aw(x′, hD′)hDxnϕh|H , hDxnϕh|H〉 .

The first term on right hand side of (12.85) equals∫
H

hDn(χ(xn/ε)hDna
w(x′, hD′)ϕh)

∣∣∣
xn=0

ϕh

∣∣∣
xn=0

dσH(12.87)

=

∫
H

(
χ(xn/ε)a

w(x′, hD′)(hDn)2ϕh(12.88)

+
h

iε
χ′(xn/ε)hDna

w(x′, hD′)ϕh
)∣∣∣
xn=0

ϕh

∣∣∣
xn=0

dσH(12.89)

=

∫
H

(χ(xn/ε)a
w(x′, hD′)(1−R(xn, x

′, hD′))ϕh)
∣∣∣
xn=0

ϕh

∣∣∣
xn=0

dσH ,(12.90)

since χ′(0) = 0 and ((hDn)2 +R+O(h))ϕh = ϕh in these coordinates.
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It follows from (12.85)-(12.87) that

(12.91)

〈OpH(a)hDνϕh|H , hDνϕh|H〉L2(H) +
〈
OpH(a)(1 + h2∆H)ϕh|H , ϕh|H

〉
L2(H)

=

〈
Op

({
ξ2
n +R(xn, x

′, ξ′), χ(
xn
ε

)ξna(x′, ξ′)

})
ϕh, ϕh

〉
L2(M+)

+Oε(h).

We now assume that ϕh is a sequence of quantum ergodic eigenfunctions, and
take the h→ 0+ limit on both sides of (12.91). We apply interior quantum ergod-
icity to the term on the right side of (12.91). We compute

(12.92)
{
ξ2
n +R(xn, x

′, ξ′), χ(
xn
ε

)ξna(x′, ξ′)
}

=
2

ε
χ′
(
xn
ε

)
ξ2
na(x′, ξ′) + χ

(
xn
ε

)
R2(x′, xn, ξ

′),

where R2 is a zero order symbol. Let χ2 ∈ C∞ satisfy χ2(t) = 0 for t ≤ −1/2,
χ2(t) = 1 for t ≥ 0, and χ′2(t) > 0 for−1/2 < t < 0, and let ρ be a boundary defining
function for M+. Then χ2(ρ/δ) is 1 on M+ and 0 outside a δ/2 neighborhood. Now
the assumptions that the sequence ϕh is quantum ergodic implies that the matrix
element of the second term on the right side of (12.92) is bounded by

(12.93)
∣∣∣〈(χ(xn/ε)R2(x, ξ′))wϕh, ϕh〉L2(M+)

∣∣∣
≤ ‖χ2(ρ/δ)χ(xn/ε)ϕh‖L2(M)‖χ̃2(ρ/δ)χ̃(xn/ε)ϕh‖L2(M) = Oδ(ε) + oδ,ε(1),

where χ̃ and χ̃2 are smooth, compactly supported functions which are one on the
support of χ and χ2 respectively. Here, the last line follows from interior quantum
ergodicity of the ϕh since the volume of the supports of χ(xn/ε) and χ̃(xn/ε) is
comparable to ε.

To handle the matrix element of the first term on the right side of (12.92), we
note that χ′(xn/ε)|M+ = χ̃′(xn/ε) for a smooth function χ̃ ∈ C∞(M) satisfying
χ̃ = 1 in a neighborhood of M \M+ and zero inside a neighborhood of H. Then,
again by interior quantum ergodicity, we have

2

〈(
1

ε
χ′
(
xn
ε

)
ξ2
na(x′, ξ′)

)w
ϕh, ϕh

〉
L2(M+)

(12.94)

= 2

〈(
1

ε
χ̃′
(
xn
ε

)
ξ2
na(x′, ξ′)

)w
ϕh, ϕh

〉
L2(M)

(12.95)

=
2

µ(S∗M)

∫
S∗M

1

ε
χ̃′
(
xn
ε

)
(1−R(x′, xn, ξ

′))a(x′, ξ′) dµ+O(ε) + oε(1)

(12.96)

=
2

µ(S∗M)

∫
S∗M+

1

ε
χ′
(
xn
ε

)
(1−R(x′, xn, ξ

′))a(x′, ξ′) dµ+O(ε) + oε(1),

(12.97)
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since χ̃′ and χ′ are supported inside M+. Combining the above calculations yields

(12.98)

〈OpH(a)hDνϕh|H , hDνϕh|H〉L2(H) +
〈
OpH(a)(1 + h2∆H)ϕh|H , ϕh|H

〉
L2(H)

=
2

µ(S∗M)

∫
S∗M+

1

ε
χ′
(
xn
ε

)
(1−R(x′, xn, ξ

′))a(x′, ξ′) dµ+Oδ(ε) + oδ,ε(1).

Finally, we take the h→ 0+-limit in (12.98) followed by the ε→ 0+-limit, and
finally the δ → 0+ limit. The result is that, since the left-hand side in (12.98) is
independent of ε and δ,

lim
h→0+

〈OpH(a)hDνϕh|H , hDνϕh|H〉L2(H)+
〈
OpH(a)(1 + h2∆H)ϕh|H , ϕh|H

〉
L2(H)

=
2

µ(S∗M)

∫
S∗HM

(1−R(x′, xn = 0, ξ′)) dσ̃ =
4

µ(S∗M)

∫
B∗H

(1−|ξ′|2)1/2a(x′, ξ′)) dσ,

where dσ̃ is the symplectic volume form on S∗HM , and dσ is the symplectic volume
form on B∗H.

12.23. Proof of Theorem 12.36 and Corollary 12.37

The proof follows as in Theorem 12.33 with a few modifications. For fixed
ε1 > 0 we choose the test operator

(12.99) A(x′, xn, hDx) := (I + h2∆H(x′, hD′) + iε1)−1χ(
xn
ε

)hDxna
w(x′, hD′)

and since WF ′h(ϕh|H) ⊂ B∗H (see [ToZ2, §11]) it suffices to assume that a ∈
C∞0 (T ∗H) with

supp a ⊂ B∗1+ε21
(H).

Let χε1(x′, ξ′) ∈ C∞0 (B∗
1+ε21

(H) \ B∗
1−2ε21

(H); [0, 1]) be a cutoff near the glancing

set S∗H with χε1(x′, ξ′) = 1 when (x′, ξ′) ∈ B∗
1+ε21

(H) \ B∗
1−ε21

(H). Then, with

A(x, hDx) in (12.99), the same Rellich commutator argument as in Theorem 12.33
gives

(12.100)
〈
(1 + h2∆H + iε1)−1aw(x′, hD′)(1− χε1)whDνϕh|H , hDνϕh|H

〉
L2(H)

+

〈
aw(x′, hD′)(1− χε1)w

(
1− |ξ′|2

1− |ξ′|2 + iε1

)w
ϕh|H , ϕh|H

〉
L2(H)

→ 4

µ(S∗M)

∫
B∗H

a0(x′, ξ′)(1− χε1(x′, ξ′))

(
(1− |ξ′|2)1/2

1− |ξ′|2 + iε1

)
dσ.

It remains to determine the contribution of the glancing set S∗H. As in [Bu2,
DZ, HZ, ToZ2] we use a local Weyl law to do this. Because of the additional
normal derivative term the argument is slightly different than in the cited articles
and so we give some details. For the rest of this proof, we need to recall that
h ∈ {λ−1

j }, and we write hj for this sequence to emphasize that it is a discrete

sequence of values hj → 0. Since ‖aw(x′, hD′)‖L2→L2 = O(1), it follows that for
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h ∈ (0, h0(ε1)] with h0(ε1) > 0 sufficiently small,

1

N(h)

∑
hj≥h

∣∣∣〈aw(x′, hD′)χwε1ϕhj |H , ϕhj |H〉L2(H)

∣∣∣(12.101)

≤ C 1

N(h)

∑
hj≥h

(
‖χwε1ϕhj |H‖L2(H) ‖χw2ε1ϕhj |H‖L2(H) +O(h∞j )

)
≤ C

2

1

N(h)

∑
hj≥h

(
‖χwε1ϕhj |H‖2L2(H) + ‖χw2ε1ϕhj |H‖2L2(H) +O(h∞j )

)
= O(ε2

1).(12.102)

By a Fourier Tauberian argument, it follows that for h ∈ (0, h0(ε1)]

(12.103)
1

N(h)

∑
hj≥h

|χwε1,2ε1ϕhj |H(x′)|2 = O(ε2
1)

uniformly for x′ ∈ H. The last estimate in (12.101) follows from (12.103) by inte-
gration over H.

To estimate the normal derivative terms, we first recall the standard resolvent
estimate

‖(1 + h2∆H + iε1)−1u‖H2
h(H) ≤ Cε−1

1 ‖u‖L2(H),

where H2
h is the semiclassical Sobolev space of order 2 (see [Zw, Lemma 13.6]).

Applying the obvious embedding H2
h(H) ⊂ L2(H), we recover

‖(1 + h2∆H + iε1)−1u‖L2(H) ≤ C‖(1 + h2∆H + iε1)−1u‖H2
h(H)(12.104)

≤ Cε−1
1 ‖u‖L2(H)(12.105)

to get that

1

N(h)

∑
hj≥h

|〈(1 + h2∆H + iε1)−1aw(x′, hD′)χwε1hjDxnϕhj |H , hjDxnϕhj |H〉L2(H)|

(12.106)

≤ C ′ε−1
1

1

N(h)

∑
hj≥h

(
‖χwε1hDxnϕhj |H‖L2(H) ‖χw2ε1hDxnϕhj |H‖L2(H) +O(h∞j )

)
≤ C ′ε−1

1

2

1

N(h)

∑
hj≥h

(
‖χwε1hDxnϕhj |H‖2L2(H) + ‖χw2ε1hDxnϕhj |H‖2L2(H) +O(h∞j )

)
= O(ε−1

1 ε2
1)

= O(ε1).

The last estimate follows again from the Fourier Tauberian argument in [ToZ2,
§8.4], which gives

(12.107)
1

N(h)

∑
hj≥h

|χwε1,2ε1hjDxnϕhj |H(x′)|2 = O(ε2
1)

uniformly for x′ ∈ H. Since ε1 > 0 is arbitrary, Theorem 12.36 follows from (12.101)
and (12.106) by letting ε1 → 0+ in (12.100).
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12.24. Quantum ergodic restriction (QER) theorems for Dirichlet data

For applications to nodal sets and other problems, it is important to know if
the Dirichlet data alone satisfies a QER theorem. The answer is obviously ‘no’ in
general. For instance if (M, g) has an isometric involution and with a hypersurface
H of fixed points, then any eigenfunction which is odd with respect to the involution
vanishes on H. But in [ToZ2, ToZ3] a sufficient condition is given for quantum
ergodic restriction, which rules out this and more general situations. The symmetry
condition is that geodesics emanating from the ‘left side’ of H have a different return
map from geodesics on the ‘right side’ when the initial conditions are reflections of
each other through TH. To take the simplest example of the circle, the restriction of
sin kx to a point is never quantum ergodic but the full Cauchy data (cos kx, sin kx)
of course satisfies cos2 kx + sin2 kx = 1. In [CTZ] it is proved that Cauchy data
always satisfies QER for any hypersurface. This has implications for (at least
complex) zeros of even or odd eigenfunctions along an axis of symmetry, e.g., for
the case of Maass forms for the modular domain SL(2,Z)/H2.

Let

(12.108) T ∗HM = {(q, ξ) ∈ T ∗qM, q ∈ H}, T ∗H = {(q, η) ∈ T ∗qH, q ∈ H}.
We further denote by πH : T ∗HM → T ∗H the restriction map,

(12.109) πH(x, ξ) = ξ|TH .
For any orientable (embedded) hypersurface H ⊂ M , there exists two unit

normal co-vector fields ν± to H which span half ray bundles N± = R+ν± ⊂ N∗H.
Infinitesimally, they define two ‘sides’ of H, indeed they are the two components
of T ∗HM\T ∗H. We use Fermi normal coordinates (s, yn) along H with s ∈ H
and with x = expx ynν and let σ, ηn denote the dual symplectic coordinates. For
(s, σ) ∈ B∗H (the co-ball bundle), there exist two unit covectors ξ±(s, σ) ∈ S∗sM
such that |ξ±(s, σ)| = 1 and ξ|TsH = σ. In the above orthogonal decomposition,
they are given by

(12.110) ξ±(s, σ) = σ ±
√

1− |σ|2ν+(s).

We define the reflection involution through T ∗H by

(12.111) rH : T ∗HM → T ∗HM, rH(s, µξ±(s, σ)) = (s, µξ∓(s, σ)), µ ∈ R+.

Its fixed point set is T ∗H. We denote by Gt the homogeneous geodesic flow of
(M, g), i.e., Hamiltonian flow on T ∗M \ 0 generated by |ξ|g. We define the first
return time T (s, ξ) on S∗HM by,

(12.112) T (s, ξ) = inf{t > 0 : Gt(s, ξ) ∈ S∗HM, (s, ξ) ∈ S∗HM)}.
By definition T (s, ξ) = +∞ if the trajectory through (s, ξ) fails to return to H.
Inductively, we define the jth return time T (j)(s, ξ) to S∗HM and the jth return
map Φj when the return times are finite.

We define the first return map on the same domain by

(12.113) Φ: S∗HM → S∗HM, Φ(s, ξ) = GT (s,ξ)(s, ξ)

When Gt is ergodic, Φ is defined almost everywhere and is also ergodic with respect
to Liouville measure µL,H on S∗HM .
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Definition 12.38. We say that H has a positive measure of microlocal reflec-
tion symmetry if

µL,H

 ∞⋃
j 6=0

{(s, ξ) ∈ S∗HM : rHG
T (j)(s,ξ)(s, ξ) = GT

(j)(s,ξ)rH(s, ξ)}

 > 0.

Otherwise we say that H is asymmetric with respect to the geodesic flow.

The QER theorem we state below holds for both poly-homogeneous (Kohn-
Nirenberg) pseudo-differential operators as in [Ho2] and also for semi-classical
pseudo-differential operators on H [Zw] with essentially the same proof. To avoid
confusion between pseudodifferential operators on the ambient manifold M and
those on H, we denote the latter by OpH(a) where a ∈ S0

cl(T
∗H).

We further introduce the zeroth order homogeneous function

(12.114) γ(s, yn, σ, ηn) =
|ηn|√

|σ|2 + |ηn|2
=

(
1− |σ|

2

r2

) 1
2

, (r2 = |σ|2 + |ηn|2)

on T ∗HM and also denote by

(12.115) γB∗H = (1− |σ|2)
1
2

its restriction to S∗HM = {r = 1}.
For homogeneous pseudo-differential operators, the QER theorem is as follows

[ToZ2, ToZ3, DZ]:

Theorem 12.39. Let (M, g) be a compact manifold with ergodic geodesic flow,
and let H ⊂M be a hypersurface. Let ϕλj denote the L2-normalized eigenfunctions
of ∆g. If H has a zero measure of microlocal symmetry, then there exists a density-
one subset S of N such that for λ0 > 0 and a(s, σ) ∈ S0

cl(T
∗H)

lim
λj→∞
j∈S

〈OpH(a)γHϕλj , γHϕλj 〉L2(H) = ω(a),

where

ω(a) =
2

Vol(S∗M)

∫
B∗H

a0(s, σ)γ−1
B∗H(s, σ) dsdσ.

Alternatively, one can write ω(a) = 1
Vol(S∗M)

∫
S∗HM

a0(s, πH(ξ)) dµL,H(ξ). Note

that a0(s, σ) is bounded but is not defined for σ = 0, hence a0(s, πH(ξ)) is not
defined for ξ ∈ N∗H if a0(s, σ) is homogeneous of order zero on T ∗H. The analogous
result for semi-classical pseudo-differential operators is the following [ToZ2, ToZ3,
DZ]:

Theorem 12.40. Let (M, g) be a compact manifold with ergodic geodesic flow,
and let H ⊂M be a hypersurface. If H has a zero measure of microlocal symmetry,
then there exists a density-one subset S of N such that for a ∈ S0,0(T ∗H × [0, h0)),

lim
hj→0+

j∈S

〈Ophj (a)γHϕhj , γHϕhj 〉L2(H) = ω(a),

where

ω(a) =
2

Vol(S∗M)

∫
B∗H

a0(s, σ) γ−1
B∗H(s, σ) dsdσ.
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Examples of asymmetric curves on surfaces in the case where (M, g) is a finite
area hyperbolic surface are the following:

• H is a geodesic circle;
• H is a closed horocycle of radius r < inj(M, g), the injectivity radius.
• H is a generic closed geodesic or an arc of a generic non-closed geodesic.

12.25. Time averaging

We begin the proofs of Theorems 12.39 and 12.40 by lifting the matrix elements
back to M and time-averaging, as in Section 12.8. We use the identity (12.31) where
as in (12.30),

(12.116)



V (t; a) := U(−t)γ∗H OpH(a)γHU(t),

V̄T (a) :=
1

T

∫ ∞
−∞

χ(T−1t)V (t; a) dt,

V̄T,R(a) :=
1

2R

∫ R

−R
U(r)∗V̄T (a)U(r) dr.

A technical complication is that V T (a) is a Fourier integral operator with fold
singularities. To define a Fourier integral operator V T,ε(a), we need to introduce
cutoff operators to cutoff away from T ∗H and from N∗H × 0T∗M ∪ 0T∗M ×N∗H.
We let χ ∈ C∞0 (R), [0, 1] be a cutoff supported in (−1 − δ, 1 + δ) with χ(t) = 1
for t ∈ [−1 + δ, 1 − δ],

∫∞
−∞ χ(t)dt = 1. For fixed ε > 0, we introduce two cutoff

pseudo-differential. The first, χ
(tan)
ε (x,D) = Op(χ

(tan)
ε ) ∈ Op(S0

cl(T
∗M)), has

homogeneous symbol χ
(tan)
ε (x, ξ) supported in an ε-aperture conic neighborhood of

T ∗H ⊂ T ∗M with χ
(tan)
ε ≡ 1 in an ε

2 -aperture subcone. The second cutoff operator

χ
(n)
ε (x,D) = Op(χ

(n)
ε ) ∈ Op(S0

cl(T
∗M)) has its homogeneous symbol χ

(n)
ε (x, ξ)

supported in an ε-conic neighborhood of N∗H with χ
(n)
ε ≡ 1 in an ε

2 subcone. To
simplify notation, define the total cutoff operator

(12.117) χε(x,D) := χ(tan)
ε (x,D) + χ(n)

ε (x,D),

and put

(12.118) (γ∗HOpH(a)γH)≥ε = (I − χ ε
2
)γ∗H OpH(a)γH(I − χε),

and

(12.119) (γ∗H OpH(a)γH)≤ε = χ2εγ
∗
H OpH(a)γHχε.

By standard wave front calculus, it follows that

(12.120) γ∗H OpH(a)γH = (γ∗H OpH(a)γH))≥ε + (γ∗H OpH(a)γH))≤ε +Kε,

where, 〈Kεϕj , ϕj〉L2(M) = O(λ−∞j ). We then define

(12.121) Vε(t; a) := U(−t)(γ∗H OpH(a)γH)≥εU(t),

and

(12.122) V T,ε(a) :=
1

T

∫ ∞
−∞

χ(T−1t)Vε(t; a) dt.

The next proposition provides a detailed description of V T,ε(a) as a Fourier
integral operator with local canonical graph away from its fold set and computes
its principal symbol. After cutting off from the tangential singular set ΣT ⊂ T ∗M×
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T ∗M and the the conormal setsN∗H×0T∗M , 0T∗M×N∗H, V̄T (a) becomes a Fourier
integral operator V T,ε(a) with canonical relation given by

(12.123)

WF(V T,ε(a)) =
{

(x, ξ, x′, ξ′) ∈ T ∗M×T ∗M : there exists t ∈ (−T, T ) such that

expx tξ = expx′ tξ
′ = s ∈ H, Gt(x, ξ)|TsH = Gt(x′, ξ′)|TsH , |ξ| = |ξ′|

}
.

We decompose V T,ε(a) into a pseudo-differential and a Fourier integral part
according to the dichotomy that (x, ξ, x′, ξ′) in (12.123) satisfy either

(12.124) (i) Gt(x, ξ) = Gt(x′, ξ′) or (ii) Gt(x′, ξ′) = rHG
t(x, ξ),

where rH is the reflection map of T ∗H in ((12.111). Thus,

(12.125) WF(V T,ε(a)) = ∆T∗M×T∗M ∪ ΓT ,

where

(12.126)


∆T∗M×T∗M := {(x, ξ, x, ξ) ∈ T ∗M × T ∗M},
ΓT =

⋃
(s,ξ)∈T∗HM

⋃
|t|<T
{(Gt(s, ξ), Gt(rH(s, ξ))}.

The two ‘branches’ or components intersect along the singular set

(12.127) ΣT :=
⋃
|t|<T

(Gt ×Gt)∆T∗H×T∗H .

We further subscript ΓT with ε to indicate the points ΓT,ε outside the support of
the tangential cutoff.

Since Gt(rH(s, ξ)) = GtrHG
−tGt(s, ξ), ΓT,ε ⊂ ΓT \ΣT is the graph of a sym-

plectic correspondence. That is, for any ε > 0, ΓT,ε is the union of a finite number
NT,ε of graphs of partially defined canonical transformations

(12.128) Rj(x, ξ) = Gtj(x,ξ)rHG
−tj(x,ξ)(x, ξ).

which we term H-reflection maps. Here tj(x, ξ) is the jth ‘impact time’, i.e. the

time to the jth impact with H. We denote its domain (up to time T ) by D(j)
T,ε. By

homogeneity of Gt : T ∗M → T ∗M , for all j ∈ Z,

(12.129) tj(x, ξ) = tj

(
x,

ξ

|ξ|

)
, ξ 6= 0.

Proposition 12.41. Fix T, ε > 0 and let a ∈ S0
cl(T

∗H) with aH(s, ξ) =

a(s, ξ|H) ∈ S0(T ∗HM)). Then V T,ε(a) is a Fourier integral operator with local canon-
ical graph and possesses the decomposition

V T,ε(a) = PT,ε(a) + FT,ε(a) +RT,ε(a),

where

(i) PT,ε(a) ∈ Opcl(S
0(T ∗M)) is a pseudo-differential operator of order zero

with principal symbol

aT,ε(x, ξ) := σ(PT,ε(a))(x, ξ)(12.130)

=
1

T

∑
j∈Z

(1− χε)(γ−1aH)(Gtj(x,ξ)(x, ξ))χ(T−1tj(x, ξ)),(12.131)
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where tj(x, ξ) ∈ C∞(T ∗M) are the impact times of the geodesic expx(tξ)
with H, and γ is defined by (12.114).

(ii) FT,ε(a) is a Fourier integral operator of order zero with canonical relation
ΓT,ε.

(12.132) FT,ε(a) =

NT,ε∑
j=1

F
(j)
T,ε(a),

where the F
(j)
T,ε(a); j = 1, ..., NT,ε are zeroth-order homogeneous Fourier

integral operators with

WF′(F (j)
T,ε(a)) = graph(Rj) ∩ ΓT,ε,

and symbol

σ(F
(j)
T,ε)(x, ξ) =

1

T
(γ−1aH)(Gtj(x,ξ)(x, ξ))χ(T−1tj(x, ξ)) |dxdξ|

1
2 .

(iii) RT,ε(a) is a smoothing operator.

12.26. Completion of the proofs of Theorems 12.39 and 12.40

By (12.31) and by Proposition 12.41, the weak* limits of the restricted matrix
elements are those of

(12.133) 〈V T,ε(a)ϕj , ϕj〉L2(M) = 〈PT,εϕj , ϕj〉L2(M)

+ 〈FT,εϕj , ϕj〉L2(M) + 〈RT,εϕj , ϕj〉L2(M).

It is clear that 〈RT,εϕj , ϕj〉L2(M) → 0 for the entire sequence of eigenfunctions.
Since

〈(γ∗H OpH(a)γH))≥εϕj |H , ϕj |H〉L2(H) = 〈V T,ε(a)ϕj , ϕj〉L2(M)

it follows from (12.133) that

(12.134) lim sup
λ→∞

1

N(λ)

∑
j:λj≤λ

∣∣∣〈(γ∗H OpH(a)γH))≥εϕj , ϕj〉L2(M)

− 〈[PT,ε(a) + FT,ε(a)]ϕj , ϕj〉L2(M)

∣∣∣2 = 0.

12.26.1. Removing the FT,ε term. We now consider the Fourier integral
matrix elements 〈FT,εϕj , ϕj〉L2(M).

Lemma 12.42. Suppose that H is an asymmetric hypersurface. Then there
exists a subsequence of the eigenfunctions of density one for which 〈FT,εϕj , ϕj〉L2(M)

tends to zero.

Proof. It suffices to show that

(12.135) lim sup
λ→∞

1

N(λ)

∑
j:λj≤λ

∣∣〈FT,ε(a)ϕj , ϕj〉L2(M)

∣∣2 = 0.

This does not use ergodicity of the geodesic flow.
To prove (12.135) we first use the Schwartz inequality

(12.136)
1

N(λ)

∑
j:λj≤λ

∣∣〈FT,ε(a)ϕj , ϕj〉L2(M)

∣∣2 ≤ 1

N(λ)

∑
j:λj≤λ

〈FT,ε(a)∗FT,ε(a)ϕj , ϕj〉L2(M)
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to bound the variance sum by a trace. We then use the local Weyl law for Fourier
integral operators associated to local canonical graphs,

(12.137)
1

N(λ)

∑
j:λj≤λ

〈Fϕλj , ϕλj 〉 →
∫
SΓF∩∆T∗M

σ∆(F ) dµL,

where ΓF is the canonical relation of F , SΓF is the set of vectors of norm one, and
SΓF ∩ ∆T∗M is its intersection with the diagonal of T ∗M × T ∗M . Also, σ∆(F )
is the (scalar) symbol in this set and dµL is Liouville measure. Thus, if ΓF is a
local canonical graph, the right side is zero unless the intersection has dimension
m = dimM . The microlocal asymmetry condition is precisely that the intersection
has measure zero, i.e., ∫

SΓF∩∆T∗M

σ∆(F )dµL = 0.

�

12.26.2. Contribution of the pseudo-differential term PT,ε(a). In view
of (12.135), it follows from (12.134) that

(12.138) lim sup
λ→∞

1

N(λ)

∑
j:λj≤λ

∣∣∣〈(γ∗H OpH(a)γH))≥εϕj , ϕj〉L2(M)

− 〈PT,ε(a)ϕj , ϕj〉L2(M)

∣∣∣2 = 0.

Hence to complete the proof it suffices to show that

(12.139) lim sup
λ→∞

1

N(λ)

∑
j:λj≤λ

∣∣〈PT,ε(a)ϕj , ϕj〉L2(M) − ω(a)
∣∣2 = 0.

Since PT,ε(a) is a pseudo-differential operator, this follows from the quantum ergod-
icity of the eigenfunctions on M . The limit state is precisely the Liouville average
of the principal symbol of PT,ε(a).

This completes the proof of Theorem 12.39. The proof of the semi-classical
case is similar.
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Partial Differential Equations 17 (1992), no. 1-2, 221–260.

[Zw] M. Zworski, Semiclassical analysis, Graduate Studies in Mathematics, 138. American

Mathematical Society, Providence, RI, 2012.



CHAPTER 13

Nodal sets: Real domain

We now begin the study of nodal sets of eigenfunctions. The theory is somewhat
analogous to the study of zero sets of polynomials in algebraic geometry with the
frequency λ playing the role of the degree. The analogy is strongest when (M, g) is
real analytic and is incomplete at this time for general C∞ metrics, although the
recent breakthrough work of Logunov (and Logunov-Malinnikova) has changed the
situation at this time of writing [L1, L2, LM]. As in algebraic geometry, when g
is real analytic the nodal sets can be studied in the complex domain (i.e., in the
complexification MC of M) and are simpler to study there. However, there does
not exist an algebraic theory of nodal sets of eigenfunctions, and we can only rely
on the equation (∆ + λ2)ϕλ = 0 to obtain information.

One of the principal problems is to estimate the (n− 1)-dimensional Hausdorff
(hypersurface volume) measure of the nodal set of ϕλ, which is denoted by

(13.1) Hm−1(Zϕλ).

A more elaborate problem is to determine the equidistribution of nodal sets. Other
important problems are to determine the number of connected components, the
number of nodal domains, the sizes and shapes of nodal domains or other local
properties such as the integral curvature of components of the nodal set. These
problems are analogues of well-studied problems for real algebraic varieties but are
difficult to study by PDE methods alone.

Roughly speaking, there are three approaches to estimating nodal volumes,
either from above or below.

• Local method of doubling estimates and frequency functions, using mono-
tonicity properties of frequency functions of harmonic functions. Relation
of growth of nodal sets to local growth of eigenfunctions or harmonic
functions as measured by doubling exponents (or indices);

• Global construction of the delta-function on the nodal set and integral
estimates;

• Estimate from above: Crofton formula and counting nodal points on
curves.

There is a pronounced difference in techniques and results between C∞ metrics
and real analytic Cω metrics, since many more methods are available in the latter
case. In this section we mainly consider techniques available for general C∞ metrics.
In the next section we analytically continue eigenfunctions to the complexification
of M for real analytic Riemannian manifolds and study the complex nodal set. The
real nodal set is the real ‘slice’ of the complex nodal set and the slice might lack
good transversality properties. The complexification MC in the real analytic case
is essentially the ‘phase space’ B∗M (a co-ball bundle) and the phase space zeros
are simpler to relate to the dynamics of the geodesic flow than the configuration
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space zeros given by the real nodal set. In any case, results on the asymptotics of
nodal sets in the real domain are rather few and rather weak when dimM > 2.
The purpose of this section is to explain some of the main results.

Just as this exposition was being finished, A. Logunov posted three articles
[L1, L2, LM] which prove the Yau conjectured lower bound on nodal sets in the
smooth setting and prove a polynomial upper bound. Time does not permit a
detailed exposition of the new results but obviously they render many of the old
ones obsolete, although the proofs may still have interest.

13.1. Fundamental existence theorem for nodal sets

A real algebraic polynomial need not have any real zeros. Since
∫
M
ϕλ dV = 0

it is clear than any non-constant eigenfunction must have zeros. But it is not clear
how ‘many’ zeros it has or how dense the zero set is. The fundamental existence
theorem of the title asserts that the zero set is λ−

1
2 dense. The proofs involve

rescaling the eigenvalue problem in small balls, and thus the existence theorem is
an elliptic result in the sense of §5.3.

Theorem 13.1. For any (M, g) there exists a constant A > 0 so that every ball
of (M, g) of radius greater than A

λ contains a nodal point of any eigenfunction ϕλ.

Proof. Let Dλ,j be a nodal domain of ϕλ. Since ϕλ > 0 in a nodal domain
(after multiplication by −1 if necessary), λ2 = λ2

1(Dλ,j) where λ2
1(Dλ,j) is the

smallest Dirichlet eigenvalue for the nodal domain.
Now fix x0, r and consider a ball B(x0, r). If ϕλ has no zeros in B(x0, r), then

B(x0, r) ⊂ Dλ,j for some j, i.e. the ball must be contained in the interior of a nodal
domain Dλ,j of ϕλ. But λ2

1(Dλ,j) is domain monotonic: i.e., the lowest Dirichlet
eigenvalue λ1(Ω) of a domain decreases as Ω increases. Hence

(13.2) λ2 = λ2
1(Dλ,j) ≤ λ1(B(x0, r)).

We now show that

(13.3) λ2
1(B(x0, r)) ≤

Cg
r2
,

where Cg depends only on the metric. Granted (13.3), it follows from (13.2) and
(13.3) that

(13.4) λ2 ≤ sup

{
Cg
r2

: ϕλ > 0 in B(x0, r)

}
.

Clearly, r ≤ Cg
λ for any r satisfying ϕλ > 0 in B(x0, r).

To complete the proof, we must prove the inequality (13.3). It is proved
by comparing λ2

1(B(x0, r)) for the metric g with the lowest Dirichlet Eigenvalue
λ2

1(B(x0, cr); g0) of the Euclidean ball B(x0, cr; g0) centered at x0 of radius cr.
Here, g0 is the Euclidean metric defined by freezing the coefficients of g at x0;
c is chosen so that B(x0, cr; g0) ⊂ B(x0, r, g). Again by domain monotonicity,
λ2

1(B(x0, r, g)) ≤ λ2
1(B(x0, cr; g)) for c < 1. By comparing the Rayleigh quotients∫

Ω
|df |2dVg∫

Ω
f2dVg

one easily sees that

λ2
1(B(x0, cr; g)) ≤ Cλ2

1(B(x0, cr; g0))

for some C depending only on the metric. But by explicit calculation with Bessel
functions, λ2

1(B(x0, cr; g0)) ≤ C
r2 , and (13.3) follows. �
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13.1.1. A second proof. Another proof is given in [HL]. Let ur denote the
ground state Dirichlet eigenfunction for B(x0, r). Then ur > 0 on the interior of
B(x0, r). If B(x0, r) ⊂ Dλ,j then also ϕλ > 0 in B(x0, r). Hence the ratio ur

ϕλ
is

smooth and non-negative, vanishes only on ∂B(x0, r), and must have its maximum
at a point y in the interior of B(x0, r). It follows that

∇
(
ur
ϕλ

)
(y) = 0, ∆

(
ur
ϕλ

)
(y) ≤ 0.

But at a critical point y,

∆

(
ur
ϕλ

)
(y) =

ϕλ∆ur(y)− ur(y)∆ϕλ(y)

ϕ2
λ(y)

= − (λ2
1(B(x0, r))− λ2)ϕλur

ϕ2
λ

≤ 0.

Since ϕλur
ϕ2
λ

> 0, this is possible only if λ2
1(B(x0, r)) ≥ λ.

To complete the proof we need to show that λ1(B(x0, r)) ≥ λ implies r ≤ A
λ

for some A depending only on g. As before, we rescale the ball by x →
√
λx

(with normal coordinates centered at x0) and obtain an essentially Euclidean ball
of radius r. Then λ1(B(x0,

r
λ )) = λλ1Bg0

(x0, r). Therefore we only need to choose
r so that λ1Bg0

(x0, r) = 1.

13.2. Curvature of nodal lines and level lines

Continuing the local discussion of nodal sets we present a few formulae for their
geodesic curvature in dimension 2. Let Q = |∇ϕ|2. We claim that in dimension
two, the geodesic curvature η of the nodal line ∂Ω bounding a nodal domain of an
eigenfunction ϕ is given by

(13.5) η =
1

2
∇ν logQ.

Here ν is the inward normal, ν = ∇ϕ
|∇ϕ| is the unit normal pointing into {ϕ > c}.

To see this, we recall that the geodesic curvature of a contour line of a function
u on a surface is given by

k =
u2
xuxx + u2

yuyy − 2uxuyuxy

|∇u|3 .

As in [Sa, Ta], it follows that the curvature k of the level lines of u and the curvature
h of the gradient lines of u are given respectively by

(13.6)


k = −div

∇ϕ
|∇ϕ| ,

h = −div J
∇ϕ
|∇ϕ| ,

where J =

(
0 1
−1 0

)
. Following [Sa] we verify the formulae as follows: Let u be

any smooth function on M and let N = u−1(c) be a level set. If ∇u(p) 6= 0 then
the trace of the second fundamental form of N at p is given by

(13.7) η =
∆u

|∇u| +
1

|∇u|∇(|∇u|) · ν =
∆u

|∇u| +
1

2
∇ log(|∇u|2) · ν.

Recall that the second fundamental form of N is defined by

`(X,Y ) = (∇XY −∇NY Y ) · ν.
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Since ∇⊥N , ∇2u|TpN = −|∇u|`. Since Tr∇2f = −∆f , and ∇νν · ν = 0, we have{
Tr(∇2u|TpN ) = Tr∇2fu−∇2u(ν, ν),

∇2u(ν, ν) = ∇(|∇u|) · ν.
We now specialize to the case where M is a surface and u = ϕ is an eigen-

function. Let Ω be a nodal domain. Then on ∂Ω, ∆u
|∇u| = 0, so that (13.7) implies

(13.5).

Remark 13.2. Green’s formula implies that

(13.8)

∫
∂Ω

η =
1

2

∫
Ω

∆ logQdA.

It would be interesting to bound the right hand side above or below. For the
related Cauchy data square, q = |∇ϕ|2 + 1

2λ
2ϕ2 there is a distribution lower bound

for ∆ log q by Dong (§13.7.4 or [D, Theorem 3.3]).

13.3. Sub-level sets of eigenfunctions

Colding-Minicozzi have used the 1
λ -density of nodal sets together with small

scale mean value inequalities to obtain lower bounds on sublevel sets of eigenfunc-
tions [CM2].

Theorem 13.3. Let (Mn, g) be a compact Riemannian manifold without bound-
ary such that Ric(g) ≥ −(n−1). Suppose that ϕλ is an L2 normalized eigenfunction.
Let V = Vol(M, g). Then there there exists Cn > 0 and Λ(n) > 0 so that

Vol
({
x ∈M : |ϕλ|2 <

ε

V

})
≥ Cεn Vol(M, g).

Proof. We sketch the proof, leaving out some of the details from [CM2]. It
was just proved above that there exists C(M, g) > 0 so that Nϕλ ∩ B(x0,

C
λ ) 6= ∅.

Let {BC
λ

(xk)}k be a maximal collection of disjoint balls of radius C
λ . By maximality,

double the balls covers M . By the volume comparison theorem, the multiplicity
of the covering is bounded by a constant Cn depending only on the dimension of
M . Here, the volume comparison theorem states that if (Mn, g) complete and
Ric ≥ (n− 1)K then for any p ∈M ,

Vol(B(p, r))

VolK(B(pK , r))
is a non-increasing function of r.

Here, pK is a point in the simply connected space form of constant curvature K
and V olK denotes the volume in the space form. Thus,

Vol(B(p, r)) ≤ VolK(B(pK , r)), r > 0.

Let zk ∈ Nϕλ ∩ BC
λ

(xk). Under the assumption Ric ≥ −(n − 1), one has the

mean value inequality that if ∆v ≥ −cv for some c ≥ 0, then

sup
Bt

v ≤ eC3+t
√
cAveB2t

v,

where

AveBv =
1

Vol(B)

∫
B

v dVg.

By the Bochner formula and the Ricci curvature assumption that

∆|∇ϕλ|2 = 2|Hess(ϕλ)|2 + 2λ2|∇ϕλ|2 + 2 Ric(∇ϕλ,∇ϕλ) ≥ −2(n− 1−λ2)|∇ϕλ|2.
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Hence there exists Cn > 0 so that (cf. [SY, p.80])

sup
B(zk,

s
λ )

|ϕλ|2 ≤ s2 sup
B(zk,

s
λ )

|∇ϕλ|2 ≤ Cs2 1

VolB(zk,
s
λ )

∫
B(zk,

s
λ )

|∇ϕλ|2.

Here, we use that

f(x)− f(zk) =

∫
d

dt
f(γ(t)) dt =

∫
∇f · γ′(t) dt

where γ is a curve from zk to x.
Since zk ∈ B(xk,

C
λ ), B(zk,

2s
λ ) ⊂ B(xk,

4s
λ ). Combining the above with the

volume comparison theorem gives

(13.9)

sup
B(zk,

s
λ )

|ϕλ|2 ≤ s2 sup
B(xk,

4s
λ )

|∇ϕλ|2 = const · λ2 1

VolB(xk,
4s
λ )

∫
B(xk,

4s
λ )

|∇ϕλ|2.

From the multiplicity bound for the cover it follows that∑
k

∫
B(xk,

4s
λ )

|∇ϕλ|2 ≤ Cλ2.

Let {j} be the subset of {k} where

(13.10)
1

VolB(xk,
4s
λ )

∫
B(xk,

4s
λ )

|∇ϕλ|2 ≤ 2Cλ2.

Since the balls with twice the radius cover M,

Vol(M) ≤ 2
∑
j

Vol(B(xj , 4
s

λ
).

By the volume comparison theorem and since the original balls are disjoint, and
zj ∈ B(xj ,

s
λ ) one has

(13.11) Vol(M) ≤ C Vol

(⋃
j

B(zj ,
s

λ
)

)
.

The theorem follows by combining (13.9), (13.10) and (13.11). �

Remark 13.4. This proof is not quite rigorous; one has to introduce a new
parameter ` ≥ 1 with s` = 4C0/λ and let {B2`s(xk)} be a maximal collection of
balls. We refer to [CM2].

13.3.1. Inradius. It is known that in dimension two, the minimal possible
area of a nodal domain of a Euclidean eigenfunction is π( j1λ )2. This follows from
the two-dimensional Faber-Krahn inequality,

λk(Ω)Area(D) = λ1(D)Area(D) ≥ πj2
1 ,

where D is a nodal domain in Ω. In higher dimensions, the Faber-Krahn inequality
shows that on any Riemannian manifold the volume of any nodal domain is≥ Cλ−n.

Another size measure of a nodal domain is its inradius rλ, i.e., the radius of
the largest ball contained inside the nodal domain. As can be seen from computer
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graphics, there are a variety of ‘types’ of nodal components. In [M1], Mangoubi
proves that

(13.12)
C1

λ
≥ rλ ≥

C2

λ
1
2k(n)(log λ)2n−4

,

where k(n) = n2 − 15n/8 + 1/4; note that eigenvalues in [M4] are denoted λ while
here we denote them by λ2. Recently, B. Georgiev [Ge] has improved the inradius
estimate to

(13.13)
C1

λ
≥ rλ ≥

C2

λ2
,

improving the result in dimensions n ≥ 5.
In dimension 2, it is known (loc.cit.) that

(13.14)
C1

λ
≥ rλ ≥

C2

λ
.

13.4. Nodal sets of real homogeneous polynomials

One of the standard local techniques in studying nodal and singular sets of
eigenfunctions is to approximate the eigenfunction in a neighborhood of a zero by
a homogeneous harmonic polynomial qd of degree d on Rn and to use knowledge
from real algebraic geometry about nodal sets of homogeneous polynomials. Eigen-
functions are approximated by harmonic functions on small balls and the harmonic
functions are approximated by polynomials. In this section we cite a few relevant
and classical results.

The following Bezout type bound is proved in [HS, Theorem 2.1].

Theorem 13.5. Let q : Rn → R be a polynomial of degree ≤ d and suppose that
dim q−1(0) ≤ k. Then

Hk(q−1(0) ∩B1) ≤ Cdn−k.
The proof uses the coordinate projections

pλ : Rn → Rk, pλ(x1, . . . , xn) = (xλ1 , . . . , xλk)

for
λ ∈ Λn,k := {(i1, . . . , ik) ∈ Zk, 1 ≤ i1 < · · · < ik ≤ n}.

If dim q−1(0) ≤ k then q−1(0) ∩ p−1
λ (0) is finite for λ ∈ Λn,k, and

card(p−1
λ (y) ∩ q−1(0)) ≤ Cdn−k

for almost all y since this set is defined by the vanishing of a polynomial of degree
≤ d on a Euclidean space of dimension n − k. Indeed, the number of components
of q−1(0) is ≤ Cdn. By Crofton’s formula,

Hn−1(q−1(0) ∩B1) ≤
∑

λ∈Λ(n,k)

∫
pλ(B1)

card(p−1
λ (y) ∩ q−1(0))dLk(y) ≤ dn−k

Now add the assumption that ϕ is a non-constant harmonic homogenous poly-
nomial of degree d on Rn. By Theorem 13.5, with k = n− 1,

Hn−1(ϕ−1(0) ∩B1) ≤ Cd.
Moreover, dim{x : |∇ϕ(x)| = 0} ≤ n − 2. Indeed, real algebraic varieties are
stratified manifolds, and if the critical set were of dimension n − 1 there would
exist an (n − 1)-dimensional submanifold Y on which ∇ϕ = 0. Then ϕ would
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be constant on Y with zero Cauchy data, contradicting unique continuation for
harmonic functions. It also follows from Theorem 13.5 with k = n− 2 that

Lemma 13.6. Let ϕ be a non-constant harmonic polynomial of degree d on Rn.
Then

Hn−2({x : ∇ϕ(x) = 0} ∩B1) ≤ Cd2.

Hardt-Simon further prove an upper bound for the volume of a tube around
the almost-critical set of a harmonic polynomial. It depends on two constants
(θ = θ(n), c = c(n)) depending only on the dimension. Define the (θε)-almost
critical set of ϕ by

AC(ϕ, θε) := {x : |∇ϕ| ≤ (θε)d−1}.
In [HS, Theorem 3.3] they prove

Theorem 13.7. If ϕ is a harmonic polynomial of degree d on Rn with supB1
|ϕ−

ϕ(0)| = 1 and |∇ϕ(0)| ≤ (θε)d−1 then

Ln(B1 ∩ {x : dist(x,AC(ϕ, θε) < ε}) ≤ Cd2n+2ε2 log ε−1.

We refer to [CNV] for more recent results on polynomial approximation.

13.5. Rectifiability of the nodal set

We recall that the nodal set of an eigenfunction ϕλ is its zero set. When zero
is a regular value of ϕλ the nodal set is a smooth hypersurface. This is a generic
property of eigenfunctions [U]. It is pointed out in [Bae] that eigenfunctions can
always be locally represented in the form

ϕλ(x) = v(x)

(
xk1 +

k−1∑
j=0

xj1uj(x
′)

)
,

in suitable coordinates (x1, x
′) near p, where ϕλ vanishes to order k at p, where

uj(x
′) vanishes to order k − j at x′ = 0, and where v(x) 6= 0 in a ball around p. It

follows that the nodal set is always countably n− 1 rectifiable when dimM = n.

13.5.1. Quantitatively transversal analytic functions. In [Do], Donald-
son studied zero sets of quantitatively transversal holomorphic sections of powers
Lk of positive Hermitian line bundles L→M over Kähler manifolds. The analogous
notion of quantitative transversality for eigenfunctions is the following:

Definition 13.8. An eigenfunction is η-quantitatively transversal if there ex-
ists η > 0 such that

(13.15) |ϕj(x)| ≤ η =⇒ |∇ϕj(x)| ≥ λjη.
Equivalently if q(x) := λ−2|∇ϕ(x)|2 + 1

2 |ϕ|2 ≥ η2.

It is difficult to prove existence of η-QT (quantitatively transversal) holomor-
phic sections of line bundles and one may expect QT eigenfunctions to be rare. It
is not clear that a generic ∆ has any infinite sequence of η-QT eigenfunctions for
any η > 0. If it does, they may form a sparse subsequence. On the standard S2

one may expect existence of such eigenfunctions but the set of QT eigenfunctions
to have a very low probability. Donaldson used ideas of Yomdin that were later
simplified by Auroux [Au].
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In [Do] Donaldson proved that zero sets of holomorphic quantitatively transver-
sal sections of Lk are uniformly distributed in the sense that, for any ψ ∈ Dn−1,n−1(M),∣∣∣∣∣

∫
Zsk

ψ − 1

2π

∫
X

ωk ∧ ψ
∣∣∣∣∣ ≤ C√k‖dψ‖L∞ .

In [SD] a sharper bound was obtained for CP1, based on the fact that a sequence
of quantitatively transversal sections with uniformly bounded sup-norms satisfies,

(13.16)

∣∣∣∣∫
CP1

log ‖pk‖2
∣∣∣∣ ≤ C0.

It is not known how the sup norm and L2 norms are related for η-QT sections or
eigenfunctions. An analogous result is proved in [DF1, Lemma 6.4] for general
polynomials:

Proposition 13.9. Let P be a polynomial of degree d on Rn with maxSn−1 |P | =
1. Then

(13.17)

∫
|ω|=1

|log |P (ω)|dω| ≤ Cd.

There is no QT assumption on P and we observe that the estimate for a QT
section is better by an order of magnitude. This raises the question of generalizing
(13.16) to QT eigenfunctions and of generalizing (13.17) to general eigenfunctions.
The proof of (13.17) is based on facts about polynomials and their zeros and we
reproduce it here:

Proof. Use spherical coordinates (θ, ϕ) where θ is spherical coordinates on
the hemisphere Sn−1

+ and ϕ ∈ [−π, π] where ϕ = 0 is the north pole. For fixed θ
write P on Sn−1 as P1(cosϕ) + P2(cosϕ) sinϕ and let

P̄ = P1(cos θ)− sinϕP2(cosϕ), Q = PP̄ .

For fixed θ,

Qθ(cosϕ) = ±
dθ∏
j=1

(cosϕ− αν)

1− αν

with dθ ≤ 2d. Here Qθ(1) = 1. Then∫ π

0

log |Qθ(cosϕ)| sinn−2 ϕdϕ =

∫ π

0

dθ∑
ν=1

log

∣∣∣∣cosϕ− αν
1− αν |

∣∣∣∣ sinn−2 ϕdϕ ≥ Cd.

Integrating over θ ∈ Sn−2
+ proves the Lemma. �

Donaldson’s results on holomorphic sections probably have more immediate
analogues for analytic continuations of eigenfunctions to the complexification of
M , which is the topic of the next chapter. If we analytically continue to the
complexification of M then the quantitatively transversality condition becomes:
there exists η > 0 such that

(13.18) |ϕC
j z)| ≤ η =⇒ |∂sk(z)| ≥ λjη.
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13.5.2. Vanishing order. By the vanishing order ν(u, a) of u at a is meant
the largest positive integer such that Dαu(a) = 0 for all |α| ≤ ν. A unique con-
tinuation theorem shows that the vanishing order of an eigenfunction at each zero
is finite. The following estimate is a quantitative version of this fact. (See [DF1],
[Lin, Proposition 1.2 and Corollary 1.4].)

Theorem 13.10. Suppose that M is compact and of dimension n. Then there
exist constants C(n), C2(n) depending only on the dimension such that the the van-
ishing order ν(u, a) of u at a ∈ M satisfies ν(u, a) ≤ C(n)N(0, 1) + C2(n) for all
a ∈ B1/4(0). In the case of a global eigenfunction, ν(ϕλ, a) ≤ C(M, g)λ.

Highest weight spherical harmonics CN (x1 + ix2)N on S2 are examples which
vanish at the maximal order of vanishing at the poles x1 = x2 = 0, x3 = ±1.
Gaussian beams on surfaces of revolution also do. It is curious that the points at
which maximal vanishing order occurs are also poles at which maximal sup norm
growth occurs for the very different zonal eigenfunctions. it is not clear if this
coincidence holds more generally, and that suggests the

Problem 13.11. for which (M, g) does there exist a subsequence of eigenfunc-
tions ϕjk and a sequence of points xjk so that ϕjk achieves the maximal vanishing
order estimate at ϕjk?

A recent result due to [Hez16, Theorem 1.2] shows that quantum ergodic
eigenfunctions on a negatively curved manifold never achieve maximal vanishing
order. More significantly, he gives a quantitative improvement that, for all ε > 0,

ν(ϕλj , p) ≤ Cg(log λj)
− 1

2m+ελj ,

where m = dimM . The result does not rule out an exceptional subsequence which
vanishes to maximal order.

13.6. Doubling estimates

In this section we continue to discuss doubling estimates. They play a funda-
mental role in estimates of Hn−1(Nλ).

Theorem 13.12 (See [DF1], [Lin]). Let ϕλ be a global eigenfunction of a C∞

(M, g) there exists C = C(M, g) and r0 such that for 0 < r < r0,

1

Vol(B2r(a))

∫
B2r(a)

|ϕλ|2 dVg ≤ eCλ
1

Vol(Br(a))

∫
Br(a)

|ϕλ|2], dVg.

Further,

(13.19) max
B(p,r)

|ϕλ(x)| ≤
( r
r′

)Cλ
max

x∈B(p,r′)
|ϕλ(x)|, 0 < r′ < r.

The doubling estimates imply the vanishing order estimates. Let a ∈ M and
suppose that u(a) = 0. By the vanishing order ν(u, a) of u at a is meant the largest
positive integer such that Dαu(a) = 0 for all |α| ≤ ν.

Theorem 13.13. Suppose that M is compact and of dimension n. Then there
exist constants C(n), C2(n) depending only on the dimension such that the the van-
ishing order ν(u, a) of u at a ∈ M satisfies ν(u, a) ≤ C(n) N(0, 1) + C2(n) for all
a ∈ B1/4(0). In the case of a global eigenfunction, ν(ϕλ, a) ≤ C(M, g)λ.
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Following [NPS] and [Ro], define the supnorm doubling exponent β(ϕ,B) for
a ball B by

β(ϕ,B) = log
supB |ϕ|

sup 1
2B
|ϕ| .

More generally,

β(ϕ,B;α) = log
supB |ϕ|
supαB |ϕ|

.

Donnelly-Fefferman proved that for any C∞ metric,

β(ϕλ, B) ≤ Cλ.
Let

B1(λ) =

∫
M

β(Baλ−1(x)) dA(x).

The following was conjectured in [NPS] and proved by Roy-Fortin [Ro]:

Theorem 13.14. For a C∞ surface (M, g),

CλB1(λ) ≤ H1(Zλ) ≤ C ′λ(B1(λ) + 1).

Theorem 13.14 indicates that the set of points with maximal doubling indices
on wave-length balls is of measure zero, and that the average value is a constant.

To get some intuition on the dependence of doubling indices on the center and
radius, it is useful to consider the simplest example of rN on [0, T ] for some T .
This function vanishes to order N at r = 0 and models the (normalized) highest
weight spherical harmonic (x+ iy)N near the poles. Obviously, the doubling index
β(B1(0)) is N log 2 for the interval [0, 1]. On the interval [0, 1

N ] the doubling index

is log (2/N)N

(1/N)N
= N log 2, i.e. in balls centered at a point of maximal vanishing order

the doubling index is scale invariant.
Now re-center the interval at some point a and let the radius be ρ and compare

(a+ ρ)N to (a+ 2ρ)N . Obviously,

log

(
2ρ+ a

ρ+ a

)N
= N log 2 +N log

(1 + a
2ρ )

(1 + a
ρ )
.

Let t = a
ρ and consider log(1 + t

2 ) − log(1 + t). This function is decreasing from

0 at t = 0 to − log 2 as t → ∞, canceling the log 2 term. Hence the doubling
exponent is non-uniform as the radius and center change. In order that t → ∞
either a→∞ (impossible on a compact manifold) or ρ→ 0. On wavelength scales

ρ = 1
N the doubling index is N log 2 +N log

(1+Na
2 )

(1+(aN) Again we observe that if a > 0

and N →∞, the doubling index decreases to 0 at a rate depending on a.

13.6.1. Doubling index to lower bound. Intuition suggests that the high-
est ‘concentration’ of the nodal set occurs at singular points where ϕ vanishes to
order ' λ, or more generally where the doubling index is of order λ. In dimension
2, the first statement is provable, but the higher dimensional case is complicated.
One does not expect the latter statement to be exactly true. By the local structure
of eigenfunctions around a point of vanishing order λ in dimension two, one sees
there are ' λ ‘spokes’ in the nodal set emanating from the singular point, and the
density of the nodal set is λ times the generic density.
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13.7. Lower bounds for Hm−1(Nλ) for C∞ metrics

S. T. Yau has conjectured that for any C∞ metric, there exist c1, C2 > 0
(depending only on g) so that

c1λ . Hm−1(Zϕλ) . C2λ.

In dimension 2, the lower bound was proved by Brüning [Br] and by Yau (unpub-
lished). In 1988, Donnelly-Fefferman [DF1] proved the conjectured upper and lower
bounds bounds for real analytic Riemannian manifolds (possibly with boundary).
We re-state the result as the following

Theorem 13.15. Let (M, g) be a compact real analytic Riemannian manifold,
with or without boundary. Then

c1λ . Hm−1(Zϕλ) . λ.

We give a new proof of this theorem from [Z3] in the §14.30. The proof of the
upper bound is based on complexifying the nodal set and using plurisubharmonic
theory in Grauert tubes. The lower bound is based on the fundamental existence
Theorem 13.1, and otherwise uses almost no facts about eigenfunctions per se.
Rather it is based on pure complex analysis. We present a new proof due to A.
Brudnyi.

Logunov has proved the conjectured lower bound in the general C∞ case [L1].
In this section, we review an older and non-sharp lower bound. Although it is now
obsolete, we have retained the proof from the original lectures since it is based on
a global integral geometry formula that as yet has not been connected to the local
analysis in [L1].

In this section we review the lower bounds on Hn−1(Zϕλ) from [CM1, SoZ1,
SoZ2, HS, HeW]. Here

Hn−1(Zϕλ) =

∫
Zϕλ

dS

is the Riemannian surface measure, where dS denotes the Riemannian volume el-
ement on the nodal set, i.e., the insert ιndVg of the unit normal into the volume
form of (M, g). As mentioned above, Logunov has recently proved the Yau lower
bound, so the lower bound presented here is now obsolete.

Theorem 13.16. Let (M, g) be a C∞ Riemannian manifold. Then there exists
a constant C independent of λ such that

Cλ1−n−1
2 ≤ Hn−1(Zϕλ).

We sketch the proof of Theorem 13.16 from [SoZ1, SoZ2]. The starting point
is an identity from [SoZ1] (inspired by an identity in [D]):
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Proposition 13.17. For any f ∈ C2(M),

(13.20)

∫
M

|ϕλ|(∆g + λ2)f dVg = 2

∫
Zϕλ

|∇gϕλ|f dS,

When f ≡ 1 we obtain

Corollary 13.18.

(13.21) λ2

∫
M

|ϕλ| dVg = 2

∫
Zϕλ

|∇gϕλ|f dS,

Proof of Proposition 13.17. The nodal domains form a partition of M ,
i.e.,

M =

N+(λ)⋃
j=1

D+
j ∪

N−(λ)⋃
k=1

D−k ∪Nλ,

where the D+
j and D−k are the positive and negative nodal domains of ϕλ, i.e., the

connected components of the sets {ϕλ > 0} and {ϕλ < 0}.
Let us assume for the moment that 0 is a regular value for ϕλ. Then each D+

j

has smooth boundary ∂D+
j , and so if ∂ν is the Riemann outward normal derivative

on this set, by the Gauss-Green formula we have∫
D+
j

((∆ + λ2)f)|ϕλ| dV =

∫
D+
j

((∆ + λ2)f)ϕλ dV(13.22)

=

∫
D+
j

f (∆ + λ2)ϕλdV −
∫
∂D+

j

f∂νϕλ dS(13.23)

=

∫
∂D+

j

f |∇ϕλ| dS.(13.24)

We use that −∂νϕλ = |∇ϕλ| since ϕλ = 0 on ∂D+
j and ϕλ decreases as it

crosses ∂D+
j from D+

j . A similar argument shows that

(13.25)

∫
D−k

((∆ + λ2)f)|ϕλ| dV =

∫
∂D−k

f |∇ϕλ| dS,

using that ϕλ increases as it crosses ∂D−k from D−k .
If we sum these two identities over j and k, we get

∫
M

((∆ + λ2)f)|ϕλ| dV =
∑
j

∫
D+
j

((∆ + λ2)f)|ϕλ| dV +
∑
k

∫
D−k

((∆ + λ2)f)|ϕλ| dV
(13.26)

=
∑
j

∫
∂D+

j

f |∇ϕλ| dS +
∑
k

∫
∂D−k

f |∇ϕλ| dS(13.27)

= 2

∫
Nλ

f |∇ϕλ| dS,(13.28)

using the fact that Nλ is the disjoint union of the ∂D+
j and the disjoint union of

the ∂D−k . �
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Corollary 13.18 implies
(13.29)

λ2

∫
M

|ϕλ| dV = 2

∫
Zλ

|∇gϕλ|g dS ≤ 2|Zλ| ‖∇gϕλ‖L∞(M) . 2|Zλ|λ1+n−1
2 ‖ϕλ‖L1(M).

Thus Theorem 13.16 follows from the somewhat curious cancellation of ‖ϕλ‖L1

from the two sides of the inequality.

13.7.1. More on L1 norms and nodal sets. Hezari-Sogge modified the
proof Proposition 13.17 in [HS] to prove

Theorem 13.19. For any C∞ compact Riemannian manifold, the L2-normalized
eigenfunctions satisfy

Hn−1(Zϕλ) ≥ Cλ‖ϕλ‖2L1 .

They first apply the Schwarz inequality to get

(13.30) λ2

∫
M

|ϕλ| dVg ≤ 2(Hn−1(Zϕλ))1/2

(∫
Zϕλ

|∇gϕλ|2 dS
)1/2

.

They then use the test function

(13.31) f =
(

1 + λ2ϕ2
λ + |∇gϕλ|2g

) 1
2

in Proposition 13.17 to show that

(13.32)

∫
Zϕλ

|∇gϕλ|2 dS ≤ λ3.

See also [Ar] for the generalization to the nodal bounds to Dirichlet and Neumann
eigenfunctions of bounded domains.

Theorem 13.19 shows that Yau’s conjectured lower bound would follow for a
sequence of eigenfunctions satisfying ‖ϕλ‖L1 ≥ C > 0.

13.7.2. Lower bounds on L1 norms of eigenfunctions. The following
universal lower bound is optimal as (M, g) ranges over all compact Riemannian
manifolds.

Proposition 13.20. For any (M, g) and any L2-normalized eigenfunction,

‖ϕλ‖L1 ≥ Cgλ−
n−1

2 .

Remark 13.21. There are few results on L1 norms of eigenfunctions. The
reason is probably that |ϕλ|2 dV is the natural probability measure associated to
eigenfunctions. It is straightforward to show that the expected L1 norm of random
L2-normalized spherical harmonics of degree N and their generalizations to any
(M, g) is a positive constant CN with a uniform positive lower bound. One expects
eigenfunctions in the ergodic case to have the same behavior.

Problem 13.22. A difficult but interesting problem would be to show that
‖ϕλ‖L1 ≥ C > 0 on a compact hyperbolic manifold. A partial result in this
direction would be useful.
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13.7.3. Nodal sets of solutions of more general equations. Nodal prob-
lems are of interest for many other elliptic equations, and we briefly discuss some
recent results.

One equation is the Schrödinger equation(
− ~2

2
∆ + V

)
ψ~,E = E(~)ψ~,E .

At this time of writing, none of the techniques for V = 0 in the C∞ setting have
been generalized to non-zero V .

Another setting is the Steklov eigenvalue problem
∆u = 0, in Ω,

∂u

∂ν
= λu, on ∂Ω.

The Steklov eigenvalue problem is equivalent to the eigenvalue problem for the
Dirichlet-to-Neumann operator, and the nodal set problem concerns the zero sets
of u|∂Ω. In [Bel], Bellova proves that in the case of a real analytic domain Ω ⊂ Rn,

Hn−2({x ∈ ∂Ω : u(x) = 0}) ≤ Cλ6

but points out that the expected upper bound is Cλ. The Dirichlet to Neumann
operator is a non-local pseudo-differential operator of order 1 and so it is not simple
to construct the delta-function on the nodal set.

13.7.4. Dong’s upper bound on number of singular points. Let (M, g)
be a compact C∞ Riemannian manifold of dimension n. Let

(13.33) q = |∇ϕ|2 + λ2ϕ2.

In [D, Theorem 2.2], R. T. Dong proves the bound

(13.34) Hn−1(N ∩ Ω) ≤ 1

2

∫
Ω

|∇ log q|+√nVol(Ω)λ+ Vol(∂Ω).

He also proves (Theorem 3.3) that on a surface,

(13.35) ∆ log q ≥ −λ+ 2 min(K, 0) + 4π
∑
i

(ki − 1)δpi ,

where {pi} are the singular points and ki is the order of pi. In Dong’s notation,
λ > 0. Using a weak Harnack inequality, Dong shows (Theorem 4.2) how (13.35)
and (13.34) combine to produce the upper bound H1(N ∩ Ω) ≤ λ3/2 in dimension
2.

Problem 13.23. To what extent can one generalize these estimates to higher
dimensions?

13.7.5. Colding-Minicozzi estimate. The Colding-Minicozzi argument (as
in Donnelly-Fefferman) is based on covering M by a good cover of balls Bi of some
radius r so that each point is contained in some fixed number CM of the double
balls. Given d > 1, the balls are grouped into d-good and d-bad classes. A ball is
d-good if ∫

2Bi

ϕ2
λ ≤ 2d

∫
Bi

ϕ2
λ.

Let Gd be the union of the d-good balls.
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Lemma 13.24. There exists dM depending only on CM so that if d ≥ dM ,∫
Gd

ϕ2
λ ≥

3

4
.

To prove this it suffices to get a small upper bound on
∫
Bd
ϕ2
λ where Bd is the

union of the bad balls. But∫
Bd

ϕ2
λ ≤

∑
Bi bad

∫
Bi

ϕ2
λ ≤

∑
i

2−d
∫

2Bi

ϕ2
λ ≤ 2−dCM .

Choose dM so that 2−dMCM = 1
4 .

Lemma 13.25. There exists CM so that there exist at least CMλ
n+1

4 balls which
are dM -good.

Let N be the number of dM -good balls. Given any p > 2, we have∫
G

ϕ2
λ ≤ (Vol(G))

p−2
2 ‖ϕλ‖2Lp .

Raising both sides to the power p
p−2 gives(

3

4

) p
p−2

‖ϕλ‖
− 2p
p−2

Lp ≤
(∫

G

ϕ2
λ

) p
p−2

‖ϕλ‖
− 2p
p−2

Lp ≤ Vol(G).

The Sogge eigenfunction bound for p ≤ 2(n+1)
n−1 gives

Cpλ
1−n

4 = Cp

(
λ

(n−1)(p−2)
8p

)− 2p
p−2 ≤ Vol(G).

Since Vol(Bi) ≤ C ′Mrn = C ′λ−
n
2 , this gives

Cλ
1−n

4 ≤ Vol(G) ≤ NCλ−n2 .
The sharpest bound comes from p = 2(n+1)

n−1 .
A local lower bound for nodal volumes is

Proposition 13.26. Let d > 1 and ρ > 1. Then there exist µ > 0 and λ̄ so
that if ∆ϕλ = −λϕλ on Br(p) with r ≤ ρλ−

1
2 , λ ≥ λ̄µ, if ϕλ vanishes somewhere

in B r
3
(p) and if ∫

B2r(p)

ϕ2
λ ≤ 2d

∫
Br(p)

ϕ2
λ,

then

Hn−1(Br(p)) ∩ {ϕλ = 0}) ≥ µrn−1.

The Proposition implies the Theorem: if Bi is any of the balls in the cover,
then there exists a nodal point in 1

3Bi. If Bi is dM -good, then the Proposition

above (with d = dM , r = aλ−
1
2 ) gives

Hn−1(Bi ∩ {ϕλ = 0}) ≥ C1λ
−n−1

2 .

Then

Hn−1{ϕλ = 0} ≥ C−1
m

∑
Bi good

Hn−1(Bi ∩ {ϕλ = 0}) ≥ Cλn+1
4 λ−

n−1
2 .
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It remains to prove the Proposition. The first step is to prove the mean value
inequality: If ϕλ(p) = 0 then

(13.36)

∣∣∣∣∣
∫
Br(p)

ϕλ

∣∣∣∣∣ ≤ 1

3

∫
Br(p)

|ϕλ|.

We omit the proof and refer to [CM1] for this step. Granted (13.36), we complete
the proof. Let q ∈ B r

3
with ϕλ(q) = 0. Then

Br(p) ⊂ B r
3
(q), B 5r

3
(q) ⊂ B2r(p).

Since r is of order λ−
1
2 , apply the mean value inequality to ϕ2

λ to get

(13.37) sup
B 4r

3

ϕ2
λ ≤ C0r

−n
∫
B2r(p)

ϕ2
λ ≤ C02dr−n

∫
Br(p)

ϕ2
λ ≤ C02dr−n

∫
B 4r

3
(q)

ϕ2
λ.

Then use the reverse Hölder inequality for integrals over B 4r
3

(q):(∫
ϕ2
λ

)2

≤ supϕ2
λ

(∫
|ϕλ|

)2

≤ C02dr−n
(∫

ϕ2
λ

)(∫
|ϕλ|

)2

.

This simplifies to ∫
ϕ2
λ ≤ C02dr−n

(∫
|ϕλ|

)2

.

To deal with the integral of |ϕλ| let ϕ±λ be the positive/negative parts of ϕλ.
Then ∫

ϕ±λ ≥
1

3

∫
|ϕλ|.

Let B+ ⊂ B 4r
3

(q)∩{ϕλ > 0} and let B− be the corresponding negative part. Apply

Cauchy-Schwartz to ϕ+
λ gives

1

9

(∫
|ϕλ|

)2

≤
(∫

ϕ+
λ

)2

≤ Vol(B+)

∫
ϕ2
λ ≤ Vol(B+)C02dr−n

(∫
|ϕλ|

)2

.

Dividing by the square of ‖ϕλ‖2L1 gives

rn

9C02d
≤ Vol(B+).

The same argument applies to ϕ−λ to give the same lower bound for Vol(B−). Then
apply the isoperimetric inequality to get the lower bound for the measure of the
nodal set in B, completing the proof of the Proposition.

13.7.6. Examples.
13.7.6.1. Flat tori. We have |∇ sin〈k, x〉|2 = cos2〈k, x〉|k|2. Since cos〈k, x〉 = 1

when sin〈k, x〉 = 0 the integral is simply |k| times the surface volume of the nodal
set, which is known to be of size |k|. Also, we have

∫
T
| sin〈k, x〉|dx ≥ C. Thus, our

method gives the sharp lower bound Hn−1(Zϕλ) ≥ Cλ1 in this example.
So the upper bound is achieved in this example. Also, we have

∫
T
| sin〈k, x〉| dx ≥

C. Thus, our method gives the sharp lower bound Hn−1(Zϕλ) ≥ Cλ1 in this ex-
ample. Since cos〈k, x〉 = 1 when sin〈k, x〉 = 0 the integral is simply |k| times the
surface volume of the nodal set, which is known to be of size |k|.
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13.7.6.2. Spherical harmonics on S2. The L1 of Y N0 norm can be derived from
the asymptotics of Legendre polynomials

PN (cos θ) =
√

2(πN sin θ)−
1
2 cos

(
(N +

1

2
)θ − π

4

)
+O(N−3/2)

where the remainder is uniform on any interval ε < θ < π − ε. We have

‖Y N0 ‖L1 = 4π

√
(2N + 1)

2π

∫ π/2

0

|PN (cos r)| dv(r) ∼ C0 > 0,

i.e., the L1 norm is asymptotically a positive constant. Hence
∫
Z
YN0

|∇Y N0 | ds '
C0N

2. In this example |∇Y N0 |L∞ = N
3
2 saturates the sup norm bound. The length

of the nodal line of Y N0 is of order λ, as one sees from the rotational invariance and
by the fact that PN has N zeros. The defect in the argument is that the bound
|∇Y N0 |L∞ = N

3
2 is only obtained on the nodal components near the poles, where

each component has length ' 1
N .

The left image is a zonal spherical harmonic of degreeN on S2: it has high peaks
of height

√
N at the north and south poles. The right image is a Gaussian beam:

its height along the equator is N1/4 and then it has Gaussian decay transverse to
the equator.

Gaussian beams are Gaussian shaped lumps which are concentrated on λ−
1
2

tubes T
λ−

1
2

(γ) around closed geodesics and have height λ
n−1

4 . We note that their

L1 norms decrease like λ−
(n−1)

4 , i.e., they saturate the Sogge Lp bounds for small

p. In such cases we have
∫
Zϕλ
|∇ϕλ| dS ' λ2‖ϕλ‖L1 ' λ2−n−1

4 . It is likely that

Gaussian beams are minimizers of the L1 norm among L2-normalized eigenfunctions

of Riemannian manifolds. Also, the gradient bound ‖∇ϕλ‖L∞ = O(λ
n+1

2 ) is far

off for Gaussian beams, the correct upper bound being λ1+n−1
4 . If we use these

estimates on ‖ϕλ‖L1 and ‖∇ϕλ‖L∞ , our method gives Hn−1(Zϕλ) ≥ Cλ1−n−1
2 ,

while λ is the correct lower bound for Gaussian beams in the case of surfaces of
revolution (or any real analytic case). The defect is again that the gradient estimate
is achieved only very close to the closed geodesic of the Gaussian beam. Outside
of the tube T

λ−
1
2

(γ) of radius λ−
1
2 around the geodesic, the Gaussian beam and all

of its derivatives decay like e−λd
2

where d is the distance to the geodesic. Hence∫
Zϕλ
|∇ϕλ| dS '

∫
Zϕλ∩T

λ
− 1

2
(γ)
|∇ϕλ| dS. Applying the gradient bound for Gaussian

beams to the latter integral gives Hn−1(Zϕλ ∩Tλ− 1
2

(γ)) ≥ Cλ1−n−1
2 , which is sharp

since the intersection Zϕλ ∩Tλ− 1
2

(γ) cuts across γ in ' λ equally spaced points (as

one sees from the Gaussian beam approximation).

13.8. Counting nodal domains

In this section, we review two recent results which count nodal domains on
surfaces. One concerns Riemann surfaces corresponding to real algebraic curves
which divide their complexifications; the second concerns non-positively curved
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surfaces with concave boundary. In both cases, the quantum ergodic restriction
theorems are used to prove that there exist ‘many’ zeros on the relevant curve, and
then a topological argument is used to prove that the nodal lines through these
zeros must bound a growing number of nodal domains. The latter argument owes
a good deal to prior work of Ghosh-Reznikov-Sarnk [GRS].

We recall that N(ϕλ) denote the number of nodal domains of ϕλ. In dimension
1, the number of nodal points of the nth eigenfunction of a Sturm-Liouville operator
on an interval equals n − 1, and this suggests that the number of nodal domains
should tend to infinity with the eigenvalue in any dimension. However, this is not
the case and indeed was disproved by a student of Courant for squares or flat tori.
Later, H. Lewy constructed sequences of spherical harmonics on the standard S2

with degrees tending to infinity for which the number of nodal domains is≤ 3 [Lew].
But it seems plausible that for any (M, g), there exists some orthonormal sequence
{ϕjk} of eigenfunctions for which N(ϕjk)→∞ as k →∞. In this section, we prove
that for certain Riemann surfaces (M,J, σ) with anti-holomorphic involution, and
for any negatively curved σ-invariant metric, N(ϕjk) → ∞ along an orthonormal
sequence of eigenfunctions of density one. We also prove a similar result for surfaces
with boundary.

13.8.1. Real algebraic curves which divide their complexifications.
The relevant Riemann surfaces (M,J) are complexifications of real algebraic curves
M(R) which divide (equivalently, separate) M in the sense that M\M(R) has more
than one component. Such a surface possesses an anti-holomorphic involution σ
whose fixed point set Fix(σ) is the real curve M(R). It is a classical result of F. Klein
[Kl] and G. Weichold [W] that Riemann surfaces (M,J, σ) with anti-holomorphic
involution and with dividing fixed point set Fix(σ) 6= ∅ exist in any genus, and that
the number of connected components equals 2. If M(R) = Fix(σ) is dividing, then
M/σ is orientable, while in the non-dividing case it is non-orientable. Theorem 3.3
of [Na1] (see also [Na1, Theorem 6.1]) and Corollary 2.1 of [Na2] express the
moduli space of Klein surfaces of type (g, n, a) in terms of a Teichmüller space
modulo a discrete group action, and state that the moduli space of dividing real
algebraic curves to be diffeomorphic to R3g−3. Hence the space of real algebraic
curves which divide their complexifications has real dimension 3g − 3. Further
background and references are given in §13.8.6. Some images taken from the web
are given below.
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We define MM,J,σ to be the space of C∞ σ-invariant negatively curved Rie-
mannian metrics on an orientable Klein surface (M,J, σ). Any negatively curved
metric g1 induces a σ-invariant one by averaging, g1 → g = 1

2 (g1 + σ∗g1). Hence
MM,J,σ is an open set in the space of σ-invariant metrics. The isometry σ commutes
with the Laplacian ∆g and therefore the eigenspaces are spanned by even or odd
eigenfunctions with respect to σ. We denote by {ϕj} of L2

even(M) an orthonormal
basis of even eigenfunctions, resp. {ψj} an orthonormal basis of L2

odd(M).

Theorem 13.27. Let (M,J, σ) be a compact Riemann surface with anti-holomorphic
involution σ such that Fix(σ) divides M into two connected components. Let
MM,J,σ be the space of σ-invariant negatively curved C∞ Riemannian metrics
on M .Then for any g ∈ M(M,J,σ) and any orthonormal ∆g-eigenbasis {ϕj} of

L2
even(M), resp. {ψj} of L2

odd(M), one can find a density 1 subset A of N such that

(13.38) lim
j→∞
j∈A

N(ϕj) =∞ resp. lim
j→∞
j∈A

N(ψj) =∞.

Theorem 13.27 applies to all metrics inM(M,J, σ) for any real algebraic curve
with MR dividing MC.

Remark 13.28. For generic metrics in MM,J,σ, the eigenvalues are simple
(multiplicity one) and therefore all eigenfunctions are either even or odd. Hence
for generic metrics in MM,J,σ, Theorem 13.27 says that the number of nodal do-
mains tends to infinity along almost the entire sequence of eigenfunctions. See
Proposition 13.43 for the proof.

For odd eigenfunctions, the same conclusion holds with the assumption Fix(σ)
separating replaced by Fix(σ) 6= ∅, i.e., for the complexification of any real algebraic
curve.

There are two key ingredients in the proof of Theorem 13.27. The first is a
proof that the the number of intersections points of the nodal line with Fix(σ) of
the even eigenfunctions ϕj , resp. the number of singular points of odd eigenfunctions
ψj , tends to infinity along a density one subsequence of eigenfunctions. This is a
statement of independent interest and we discuss the relevant result in more detail
in §13.8.2. We further discuss a significant generalization in §13.8.4.

The second ingredient (Lemma 13.42) is a topological argument. Using the
Euler inequality for embedded graphs, we show that the growing number of nodal
intersections with Fix(σ) in Theorem 13.29 implies a growing number of nodal
domains. This topological argument uses simplicity that Fix(σ) is the common
boundary of the two components of M\Fix(σ).



326 13. NODAL SETS: REAL DOMAIN

13.8.2. Number of intersection points of nodal lines and curves. The
analytical part of Theorem 13.27 is the following:

Theorem 13.29. Let (M,J, σ) be (as above) a compact Riemann surface with
anti-holomorphic involution for which Fix(σ) is dividing. Let g be a negatively
curved metric, g ∈MM,J,σ, invariant under σ as in Theorem 13.27. Let γ ⊂ Fix(σ)
be any sub-arc. Then for any orthonormal eigenbasis {ϕj} of L2

even(M), resp. {ψj}
of L2

odd(M), one can find a density 1 subset A of N such that

lim
j→∞
j∈A

#Zϕj ∩ γ =∞.

Furthermore, there are an infinite number of zeros where ϕj |H changes sign.

In fact, we prove that the number of zeros tends to infinity by proving that
the number of sign changes tends to infinity. The proof uses the Kuzencov trace
formula of [Z2] to show that

∫
γ
ϕj ds is ‘small’ as j → ∞ for any curve γ and for

almost all eigenfunctions. On the other hand the QER theorem shows that
∫
γ
ϕ2
j ds

is large. We then compare
∫
γ
ϕj ds and

∫
γ
|ϕj | ds by applying a well known sup

norm bound on eigenfunctions in the case of surfaces without conjugate points to
replace

∫
γ
ϕ2
j ds by

∫
γ
|ϕj | ds. The comparison just manages to show that for any

geodesic arc γ,
∫
γ
|ϕj | ds >

∫
γ
ϕj ds. Hence there must exist sign-changing zeros.

Remark 13.30. Here and henceforth, γ always denotes a sub-arc of Fix(σ).
For each g ∈ MM,J,σ, it follows from Harnack’s theorem that the fixed point set
Fix(σ) is a disjoint union

(13.39) Fix(σ) = γ1 ∪ · · · ∪ γk
of 0 ≤ k ≤ g + 1 simple closed geodesics, and by our assumption k > 0 and Fix(σ)
is dividing. Hence the arcs γ above are geodesic arcs of (M, g).

Remark 13.31. Zϕj ∩ γ must be a finite set of points. For, if Zϕj ∩ γ contains
a curve, then tangential derivative of ϕj along the curve vanishes. Hence together
with ∂νϕj = 0, we have dϕj(x) = 0 along the curve, contradicting the upper bound
in [D] on the number of singular points.

The main ingredient of Theorem 13.29 is the QER (quantum ergodic restric-
tion) theorem for Cauchy data of [CTZ]. This is the ‘easy’ QER theorem which
holds without any conditions on the hypersurface (i.e., curve) in M . We recall
its statement in §13.8.9 (see in particular Theorem 13.35). Roughly speaking, the
negatively curvature of g is used to guarantee that the geodesic flow is ergodic. The
QER theorem then says that the Cauchy data is quantum ergodic along Fix(σ).
Indeed, it is quantum ergodic along any curve. Fix(σ) is special because the odd
eigenfunctions automatically vanish on it and the even eigenfunctions have van-
ishing normal derivatives. Hence half of the Cauchy data of each eigenfunction
automatically vanishes on Fix(σ). Quantum ergodicity forces the sequence of re-
strictions of eigenfunctions to Fix(σ) to oscillate quickly and thus to have a growing
number of zeros as the eigenvalue increases. This lower bound on the number of
zeros in the presence of ergodicity is a kind of converse to the upper bound of [TZ2].
There it is shown that the number of nodal intersections in the real analytic case
is bounded above by

√
λ.
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13.8.3. Number of singular points. Our methods also show that the num-
ber of singular points of odd eigenfunctions ψj tends to infinity. By singular points
of an eigenfunction we mean the set

Σϕλ = {x ∈ Zϕλ : dϕλ(x) = 0}
of critical points ϕλ which lie on the nodal set Zϕj . It is proved in [D] that the

number of singular points of ϕλ is bounded by C
√
λ on any surface. For generic

metrics, the singular set is empty [U]. However for negatively curved surfaces with
an isometric involution, odd eigenfunctions ψ always have singular points. Indeed,
odd eigenfunctions vanish on γ and they have singular points at x ∈ γ where the
normal derivative vanishes, ∂νψj = 0.

Theorem 13.32. Let (M,J, σ) be (as above) a compact Riemann surface with
anti-holomorphic involution for which Fix(σ) is dividing. Let g be a negatively
curved metric, g ∈MM,J,σ, invariant under σ as in Theorem 13.27. Then for any
orthonormal eigenbasis {ψj} of L2

odd(M), one can find a density 1 subset A of N
such that

lim
j→∞
j∈A

# Σψj ∩ Fix(σ) =∞.

Furthermore, there are an infinite number of zeros where ∂νψj |H changes sign.

13.8.4. Quantum ergodic restriction and intersections of nodal lines
and generic curves. In this section, we state a quite general result on intersections
of nodal lines and geodesics, somewhat analogous to Theorem 13.29 but involving
different assumptions. At present, we do not know if the generalization does leads
to lower bounds on numbers of nodal domains. It is based on the more difficult
QER theorem of [TZ2] for Dirichlet data, which says that if (M, g) is a surface
with ergodic geodesic flow and H ⊂ M is a curve satisfying a generic asymmetry
condition, then the restriction of a density one subsequence of eigenfunctions to H
is quantum ergodic. The asymmetry condition is essentially that the two geodesics
with mirror image initial velocities emanating from a point of H almost never return
to H at the same time to the same place.

Theorem 13.33. Let (M, g) be a C∞ compact negatively curved surface, and
let H be a closed curve which is asymmetric with respect to the geodesic flow. Then
for any orthonormal eigenbasis {ϕj} of ∆-eigenfunctions of (M, g), there exists a
density 1 subset A of N such that

lim
j→∞
j∈A

#Zϕj ∩H =∞,

lim
j→∞
j∈A

#{x ∈ H : ∂νϕj(x) = 0} =∞.

Furthermore, there are an infinite number of zeros where ϕj |H (resp. ∂νϕj |H)
changes sign.

Theorem 13.33 does not necessarily imply lower bounds on nodal domains be-
cause the topological argument used in the case H = Fix(σ) does not necessarily
apply. We include the result here because the proof of Theorem 13.33 is essen-
tially the same as for Theorem 13.29. The main difference is that we use the QER
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theorem for Cauchy data in Theorem 13.29 and for just the Dirichlet data in The-
orem 13.33. The latter requires the asymmetry condition on H, which was shown
to be generic in [TZ2] and related articles (we refer there for references).

13.8.5. Curvature assumption. We assume the surfaces are negatively curved
for two reasons. First we need that the geodesic flow is ergodic. Ergodicity is as-
sumed so that the Quantum Ergodic Restriction (QER) results of [CTZ] apply. In
fact, this theorem generalizes to all dimensions and all hypersurfaces but since our
main results pertain to surfaces we only state the results in this case. Non-positivity
of the curvature is also used to ensure that (M, g) has no conjugate points and that
the estimates on sup-norms of eigenfunctions in [Ber] apply.

13.8.6. Background on real algebraic curves. The assumption that Fix(σ) 6=
∅ is equivalent to the fixed point set being a real algebraic curve. There is a moduli
space of real dimension 3g − 3 of real algebraic curves. One defines n(M) to be
the number of connected components of M(R), the real locus. If M has genus g
then M(R) consists of n(M) disjoint circles. The complement M(C) −M(R) of
the real locus in the complex locus has either one or two connected components.
Put a(M) = 0 if M(R) divides the complex locus and a(M) = 1 if M(C) −M(R)
is connected. The triple (g, n, a) is a complete set of topological invariants of a
real algebraic curve and is called the topological type of (M,J, σ). Weichold [W]
proved that this data determines (M,J, σ) up to an equivariant homeomorphism
(see [Na1, Jaf] for modern presentations). This classification result is based on the
identification of M(C) as the complex double of the quotient M(C)/σ (see [Na1,
§1] for background on doubles).

When Fix(σ) = M(R) is dividing, then M\Fix(σ) = M+ ∪M− where M± are
connected, where M0

+ ∩M0
− = ∅ (the interiors are disjoint), where σ(M+) = M−

and where ∂M+ = ∂M− = Fix(σ).
The quotient ofM(C) by complex conjugation is a connected 2-manifoldX with

n(M) boundary components. X has Euler characteristic 1 − g and is orientable if
and only if a(M) = 0. One has the following constraints:

(1) 0 ≤ n(X) ≤ g + 1;
(2) If n(X) = 0 then a(X) = 1. If n(X) = g + 1 then a(X) = 0;
(3) If a(X) = 0 then n(X) = g + 1 mod 2.

Klein [Kl] proved that any pair (n(M), a(M)) which satisfies these constraints
is realized by some real curve of genus g. We refer to [Jaf] for a modern proof.

As mentioned in the introduction, the moduli space of real algebraic curves
of a given topological type (g, n, a) is diffeomorphic to the quotient of R3g−3 by a
discrete group action. We refer to Corollary 2.1 of [Na2] for the precise statement
and for references.

13.8.7. Kuznecov sum formula on surfaces. The second ingredient is the
Kuznecov asymptotics, which have the following implication:
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Proposition 13.34. There exists a subsequence of eigenfunctions ϕj of natural
density one so that, for all f ∈ C∞(γ),

(13.40)


∣∣∣∣∫
γ

fϕj ds

∣∣∣∣ = Of (λ
−1/2
j (log λj)

1/2),

λ
− 1

2
j

∣∣∣∣∫
γ

f∂νϕj ds

∣∣∣∣ = Of (λ
−1/2
j (log λj)

1/2).

The proof makes use of the general Kuznecov asymptotics on a compact Rie-
mannian manifold. Let (M, g) be a Riemannian surface, let {uj} be an orthonormal
basis of ∆g eigenfunctions, and let C ⊂ M be a closed curve of a surface M . Let
f ∈ C∞(C). Then,

(13.41)
∑
λj<λ

∣∣∣∣∫
C

fujds

∣∣∣∣2 =
1

π

∣∣∣∣∫
C

fds

∣∣∣∣2 λ+Of (1).

Proof. Denote by N(λ) the number of eigenfunctions in {j | λ < λj < 2λ}.
For each f , we have by Kuznecov asymptotics and by Chebyshev’s inequality,

1

N(λ)

{
j | λ < λj < 2λ,

∣∣∣∣∫
γi

fϕjds

∣∣∣∣ ≥ λ−1/2
j (log λj)

1
2

}
= Of

(
1

log λ

)
.

It follows that the upper density of exceptions to (13.40) tends to zero. We then
choose a countable dense set {fn} and apply the diagonalization argument (see [Zw,
Theorem 15.5 step (2)]) to conclude that there exists a density one subsequence for
which (13.40) holds for all f ∈ C∞(γ). The same holds for the normal derivative.

�

13.8.8. Proof of Theorem 13.29. The proof is based on the QER theorem
for Cauchy data of [CTZ]. Our application is to the curve H = Fix(σ), i.e. curve
in the Riemann surface M , given by the fixed point set (13.39) of the isometric
involution σ.

It is interesting to note that such a hypersurface (i.e., curve) is precisely the
kind ruled out in the hypothesis of the Dirichlet data (or Neumann data) QER
theorem [TZ2]. However the quantum ergodic restriction theorem for Cauchy data
in [CTZ] does apply and shows that the even eigenfunctions are quantum ergodic
along H, hence along each component γj and any subarc γ of some γj .

13.8.9. Quantum ergodic restriction theorems for Cauchy data. The
statement we use is the following:

Theorem 13.35. Assume that (M, g) has an orientation reversing isometric
involution with separating fixed point set H (13.39). Let γ be a component of H,
and let Opγ(a) be a semi-classical pseudo-differential operator on L2(γ, ds). Let ϕh
be the sequence of even ergodic eigenfunctions. Then,
(13.42)〈

Opγ(a)ϕh|γ , ϕh|γ
〉
L2(γ)

→h→0+

4

2πArea(M)

∫
B∗γ

a0(s, σ)(1− |σ|2)−1/2 dsdσ.

In particular, this holds when Opγ(a) is multiplication by a smooth function f .

We only use the special case of the QER theorem in which we test ϕj |H against
functions supported on H. Since the symbol a may be assumed to be supported on
one component γj , there is no essential difference in stating the result for operators
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OpH(a) along H and for ones supported on a component of H. We state it in the
latter form because we plan to use the result on small sub-arcs. We have dropped
the subscript γj for notational simplicity and also because the result is valid for a
sub-arc of a γj . It also follows that normal derivatives of odd eigenfunctions are
quantum ergodic along γ, but we do not use this result here.

We briefly indicate how to derive Theorem 13.35 from the Cauchy-data QER
theorem:

Theorem 13.36. Assume that {ϕh} is a quantum ergodic sequence of eigen-
functions on M . Then,

(13.43)
〈
Opγ(a)hDνϕh|γ , hDνϕh|γ

〉
L2(γ)

+
〈
Opγ(a)(1 + h2∆γ)ϕh|γ , ϕh|γ

〉
L2(γ)

→h→0+

4

µ(S∗M)

∫
B∗γ

a0(s, σ)(1− |σ|2)1/2 dsdσ,

where a0 is the principal symbol of Opγ(a).

When applied to even eigenfunctions under an orientation-reversing isometric
involution with separating fixed point set, the Neumann data drops out and we get

Corollary 13.37. Let (M, g) have an orientation-reversing isometric involu-
tion with separating fixed point set H and let γ be one of its components. Then for
any sequence of even quantum ergodic eigenfunctions of (M, g),〈
Opγ(a)(1 + h2∆γ)ϕh|γ , ϕh|γ

〉
L2(γ)

→h→0+

4

µ(S∗M)

∫
B∗γ

a0(s, σ)(1−|σ|2)1/2 dsdσ.

This is not the result we wish to apply since we would like to have a limit
formula for the integrals

∫
γ
fϕ2

hds. Thus we need a more complicated application

involving the the microlocal lift dΦDh ∈ D′(B∗γ) of the Dirichlet data of ϕh,∫
B∗γ

a dΦDh := 〈Opγ(a)ϕh|γ , ϕh|γ〉L2(γ).

In order to obtain a quantum ergodicity result for the Dirichlet data we need to
introduce the renormalized microlocal lift of the Neumann data,∫

B∗γ

a dΦRNh := 〈(1 + h2∆γ + i0)−1 Opγ(a)hDνϕh|γ , hDνϕh|γ〉L2(γ).

Theorem 13.38. Assume that {ϕh} is a quantum ergodic sequence on M .
Then, there exists a sub-sequence of density one as h → 0+ such that for all a ∈
S0
sc(γ),

(13.44)〈
(1 + h2∆γ + i0)−1 Opγ(a)hDνϕh|H , hDνϕh|γ

〉
L2(γ)

+
〈
Opγ(a)ϕh|γ , ϕh|γ

〉
L2(γ)

→h→0+

4

2πArea(M)

∫
B∗γ

a0(s, σ)(1− |σ|2)−1/2 dsdσ.

Theorem 13.35 follows from Theorem 13.38 since the Neumann term drops out
(as before) under the hypothesis of Corollary 13.37.



13.8. COUNTING NODAL DOMAINS 331

13.8.10. Proof of Theorem 13.29.

Proof. We first consider the even eigenfunctions. Then the first term of The-
orem 13.35 vanishes.

Fix R ∈ N. Let γ1, · · · , γR be a partition of the closed curve H and let βi ⊂ γi
be proper subsegments. Let f1, · · · , fR ∈ C∞0 (H) be given such that

supp{fi} = γi, fi ≥ 0 on H, fi = 1 on βi.

We may assume that the sequence {ϕj} has the quantum restriction property of
Theorem 13.35 which implies that

lim
j→∞

‖ϕj‖L2(βi) = B · length(βj)

for all j = 1, · · · , R for some constant B > 0. Namely, B =
∫ 1

−1
(1− σ2)

1
2 dσ. Then∫

βi

|ϕj | ds ≥ ‖ϕj‖2L2(βi)
‖ϕj‖−1

L∞(M) � λ
−1/2
j log λj .

Here we use the well-known inequality ‖ϕj‖L∞(M) � λ
1/4
j / log λj which follows

from the remainder estimate in the pointwise Weyl law of [Ber].
By Proposition 13.34,∣∣∣∣∫

γi

fiϕj ds

∣∣∣∣ = OR(λ
−1/2
j (log λj)

1/2)

is satisfied for any i = 1, · · · , R for almost all ϕj . Therefore for all sufficiently
large j, such ϕj has at least one sign change on each segment γi proving that
#Zϕj ∩ H ≥ R is satisfied for every R > 0 by almost all ϕj . Now we apply
Lemma 13.39 with aj = #Zϕj ∩H to conclude Theorem 13.29.

The proof for Neumann data is essentially the same, since for odd eigenfunc-
tions, the second term of Theorem 13.35 vanishes. �

13.8.10.1. Appendix on density. Define the natural density of a set A ∈ N by

lim
X→∞

1

X

∣∣∣{x ∈ A | x < X}
∣∣∣

whenever the limit exists. We say “almost all” when corresponding set A ∈ N has
the natural density 1. Note that intersection of finitely many density 1 set is a
density 1 set. When the limit does not exist we refer to the lim sup as the upper
density and the lim inf as the lower density.

Lemma 13.39. Let an be a sequence of real numbers such that for any fixed R >
0, an > R is satisfied for almost all n. Then there exists a density 1 subsequence
{an}n∈A such that

lim
n→∞
n∈A

an = +∞.

Proof. Let nk be the least number such that for any n ≥ nk,

1

n
|{j ≤ n : aj > k}| > 1− 1

2k
.

Note that nk is nondecreasing, and limk→∞ nk = +∞.
Define Ak ⊂ N by

Ak = {nk ≤ j < nk+1 : aj > k}.
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Then for any nk ≤ m < nk+1,

{j ≤ m : aj > k} ⊂
k⋃
l=1

Al ∩ [1,m],

which implies by the choice of nk that

1

m

∣∣∣∣ k⋃
l=1

Al ∩ [1,m]

∣∣∣∣ > 1− 1

2k
.

This proves A = ∪∞k=1Ak is a density 1 subset of N, and by the construction we
have the statement of the Lemma. �

13.8.11. Sign changing zeros and singular points. As mentioned above,
Fix(σ) consists of a union of closed geodesics. Let γ ⊂ Fix(σ) be any component
geodesic.

We recall that a singular point x0 ∈ M for and eigenfunction ϕλ is a point
where ϕλ(x0) = dϕj(x0) = 0. A non-singular zero is called a regular zero.

Lemma 13.40. Let ϕλ be an even eigenfunction, and let x0 = γ(s0) be a zero
of ϕλ|γ . Then if x0 is a regular zero, then ϕλ|γ changes sign. That is, if the even
eigenfunction does not change sign at the zero x0 along γ, x0 must be a singular
point.

Indeed, since ϕ is even, its normal derivative vanishes everywhere on γ. If ϕ
does not change sign at x0, then γ is tangent to Zϕj at x0, i.e. d

dsϕj(γ(s)) = 0, so
that x0 is a singular point.

Next we consider odd eigenfunctions and let ψλ be an odd eigenfunction. As
above, let γ be a component of Fix(σ). Then ψλ ≡ 0 on γ and the zeros of ∂νψλ
on γ are singular points of ψλ.

Lemma 13.41. Let ψλ be an odd eigenfunction. Then the zeros of the normal
derivative ∂νψλ on γ are intersection points of the nodal set of ψλ in M\γ with γ,
i.e. point where at least two nodal branches cross.

Proof. If x0 is a singular point, then ϕj(x0) = dϕj(xj) = 0, so the zero set
of ϕλ is similar to that of a spherical harmonic of degree k ≥ 2, which consists of
k ≥ 2 arcs meeting at equal angles at 0. It follows that at least two transverse
branches of the nodal set of an odd eigenfunction meet at each singular point on
γ. �

13.8.12. Graph structure of the nodal set and completion of proof of
Theorem 13.27. Using the local structure of the nodal set, on can give a graph
structure (i.e. the structure of a one-dimensional CW complex) to Zϕλ as follows.

(1) For each embedded circle which does not intersect γ, we add a vertex.
(2) Each singular point is a vertex.
(3) If γ 6⊂ Zϕλ , then each intersection point in γ ∩ Zϕλ is a vertex.
(4) Edges are the arcs of Zϕλ (Zϕλ ∪ γ, when ϕλ is even) which join the

vertices listed above.

This way, we obtain a graph embedded into the surface M . We recall that an
embedded graph G in a surface M is a finite set V (G) of vertices and a finite set
E(G) of edges which are simple (non-self-intersecting) curves in M such that any
two distinct edges have at most one endpoint and no interior points in common.
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The faces f of G are the connected components of M\V (G) ∪⋃e∈E(G) e. The set

of faces is denoted F (G). An edge e ∈ E(G) is incident to f if the boundary of f
contains an interior point of e. Every edge is incident to at least one and to at most
two faces; if e is incident to f then e ⊂ ∂f . The faces are not assumed to be cells
and the sets V (G), E(G), F (G) are not assumed to form a CW complex. Indeed
the faces of the nodal graph of odd eigenfunctions are nodal domains, which do not
have to be simply connected. In the even case, the faces which do not intersect γ
are nodal domains and the ones which do are inert nodal domains which are cut in
two by γ.

Now let v(ϕλ) be the number of vertices, e(ϕλ) be the number of edges, f(ϕλ)
be the number of faces, and m(ϕλ) be the number of connected components of the
graph. Then by Euler’s formula [Gr, Appendix F],

(13.45) v(ϕλ)− e(ϕλ) + f(ϕλ)−m(ϕλ) ≥ 1− 2gM ,

where gM is the genus of the surface.
We use this inequality to give a lower bound for the number of nodal domains

for even and odd eigenfunctions.

Lemma 13.42. For an odd eigenfunction ψj,

N(ψj) ≥ #
(
Σψj ∩ γ

)
+ 2− 2gM ,

and for an even eigenfunction ϕj,

N(ϕj) ≥
1

2
#
(
Zϕj ∩ γ

)
+ 1− gM .

Proof. Odd case. For an odd eigenfunction ψj , γ ⊂ Zψj . Therefore f(ψj) =
N(ψj). Let n(ψj) = #Σψj ∩γ be the number of singular points on γ. These points
correspond to vertices having degree at least 4 on the graph, hence

0 =
∑

x vertices

deg(x)− 2e(ψj) ≥ 2 (v(ψj)− n(ψj)) + 4n(ψj)− 2e(ψj).

Therefore e(ψj) − v(ψj) ≥ n(ψj), and plugging into (13.45) with m(ψj) ≥ 1, we
obtain N(ψj) ≥ n(ψj) + 2− 2gM .

Even case. For an even eigenfunction ϕj , let Nin(ϕj) be the number of nodal
domain U which satisfies σU = U (inert nodal domains). Let Nsp(ϕj) be the
number of the rest (split nodal domains). From the assumption that Fix(σ) is
separating, inert nodal domains intersect Fix(σ) on simple segments, and Fix(σ)
divides each nodal domain into two connected components. This implies that,
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because γ ⊂ Fix(σ) is added when giving the graph structure, the inert nodal
domain may correspond to two faces on the graph, depending on whether the nodal
domain intersects γ or not. Therefore f(ϕj) ≤ 2Nin(ϕj) +Nsp(ϕj).

Observe that each point in Zϕj ∩ γ corresponds to a vertex having degree at
least 4 on the graph. Hence by the same reasoning as the odd case, we have

N(ϕj) ≥ Nin +
1

2
Nsp(ϕj) ≥

f(ϕj)

2
≥ n(ϕj)

2
+ 1− gM ,

where n(ϕj) = #Zϕj ∩ γ. �

Now Theorem 13.27 follows from Theorem 13.29 and Lemma 13.42.

13.8.13. Generic simplicity of eigenvalues. In this section we prove the
genericity result stated in Remark 13.28:

Proposition 13.43. Let (M,J, σ) be a Riemann surface with an anti-holomorphic
involution with separating fixed point set Fix(σ). Then for generic negatively σ-
invariant curved metrics, the Laplace eigenfunctions are either even or odd.

Proof. Any eigenfunction may be decomposed as a sum of its even part and
its odd part. To prove the Proposition it suffices to show that for a residual set
of non-positively σ-invariant curved metrics, the multiplicity of each eigenvalue is
equal to one. The eigenfunction is then unique up to scalar multiple and must be
either even or odd. In a standard way, it suffices to show that for each j there exists
an open dense set of such metrics for which the jth eigenvalue is simple.

Openness is simple since a sufficiently small perturbation of a metric for which
the jth eigenvalue is simple also has a simple jth eigenvalue. Regarding density,
assume that one cannot split the eigenvalue at some non-positively curved metric
g0. One issue is that a small perturbation of g need not be non-positively curved, so
density at g0 is problematic. Hence we consider strictly negatively curved metrics.
If we cannot separate the eigenvalue then for any infinitesimal area preserving σ-
invariant perturbation we have

∫
M
ρ̇|ϕ1

j |2 =
∫
M
ρ̇|ϕ2

j |2, where ϕ1
j and ϕ2

j are two
distinct σ-invariant eigenfunctions corresponding to the same eigenvalue.

But this says that |ϕ1
j |2 − |ϕ2

j |2 is orthogonal to all σ-invariant functions ρ̇

so that
∫
M
ρ̇ dVg = 0. Since |ϕ1

j |2, |ϕ2
j |2 are also σ-invariant, we make take the

quotient by the Z2 action defined by σ and find that
∫
M/Z2

ρ̇(|ϕ1
j |2− ρ̇|ϕ2

j |2) dV = 0

for all smooth ρ̇ on M/Z2 such that
∫
ρ̇ = 0. That is, |ϕ1

j |2 − |ϕ2
j |2 = C for

some constant C on M/Z2. Integrating over M shows that C = 0 and therefore
ϕ1
j = εϕ2

j where ε = ±1. The sign must be constant by regularity, and we then get
a contradiction. �
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CHAPTER 14

Eigenfunctions in the complex domain

In this section we consider eigenfunctions of real analytic Riemannian mani-
folds. On a real analytic Riemannian manifold (M, g) of dimension m, we analyti-
cally continue an orthonormal basis {ϕλj} of eigenfunctions into the complexifica-
tion MC of M . As recalled in §14.1, eigenfunctions admit analytic continuations
ϕC
λj

to a maximal uniform ’Grauert tube’

(14.1) Mτ = {ζ ∈MC,
√
ρ(ζ) < τ}

independent of λj , where the radius is measured by the Grauert tube function√
ρ(ζ) corresponding to g (see §14.1 and [LS, GS1]). As discussed below, given

the metric g there is a relatively canonical identification of Mε with a ball bundle
B∗ε ⊂ T ∗M , so that one may view Mε as phase space with a complex structure.
The modulus squares

(14.2) |ϕC
j (ζ)|2 : Mε → R+

are sometimes known as Husimi functions. They are holomorphic extensions of
L2-normalized functions but are not themselves L2 normalized on Mε. However,
as will be discussed below, their L2 norms may on the Grauert tubes (and their
boundaries) can be determined. One can then ask how the mass of the normalized
Husimi function is distributed in phase space, or how the Lp norms behave.

The first motivation to analytically continue eigenfunctions is that it enables
us to give a relatively simple proof of the Donnelly-Fefferman theorem on nodal
hypersurface volumes. Let Zϕλ be the nodal set of an eigenfunction ϕλ of eigenvalue
−λ2.

Theorem 14.1. Let (M, g) be a real analytic Riemannian manifold. Then,
there exists constants C, c > 0 depending only on (M, g) so that

cλ ≤ Hn−1(Zϕλ) ≤ Cλ.

The upper bound is based on proofs of nodal upper bounds in [Z5, Z8]. The
key tool is the analytic continuation of the Poisson wave kernel to Grauert tubes and
its description as a Fourier integral operator with complex phase. The Hausdorff
measure of the complex nodal set

(14.3) ZC
ϕλ

= {ζ ∈ (∂Ω)C : ψC
λj (ζ) = 0}

gives an upper bound for the Hausdorff measure of the real nodal set. In the
complex domain one may use the Poincare-Lelong formula and a global Jensen
type argument to give the upper bound (§14.31.1). The proof of the lower bound
is also based on analytic continuation of eigenfunctions and is a new proof due to
A. Brudnyi (§14.33).

339
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Analytic continuation to the complex domain gives strong compactness prop-
erties to the sequence uj = 1

λj
log |ϕC

j |2 of pluri-subharmonic functions. This gives

rise to a new weak* limit problem for eigenfunctions discussed in §14.30.2. It is
possible to solve the problem in ergodic cases (§14.37) and in integrable cases [Z10].
This allows one to determine the equidistribution of complex nodal sets in these
settings, something which seems out of reach in the real domain.

The relation between the distribution of zeros of analytic eigenfunctions in
the real domain and complex domain is almost completely open, but we do give
a few results of the relation. They mostly involve ‘nodal restriction’ or ‘nodal
intersection’ theorems. There is enough control over complex nodal sets to prove
results about their intersection with complexified curves such as geodesics. For
instance, it is possible to determine the equidistribution of intersection points of
complexified geodesics and nodal sets in the ergodic case ([Z7] and §14.45). One
result is that if a curve H satisfies a non-degeneracy condition called ‘goodness’
relative to a sequence {ϕj} of eigenfunctions, then the number of real zeros satisfies
the bound #{Zϕj ∩ H} ≤ CHλj . This was proved in [TZ1] for Euclidean plane
domains with analytic (or piecewise analytic) boundary and more recently in [TZ4]
for any analytic Riemannian manifold without boundary by reversing the argument
in [Z7]. One often has enough control over the complex nodal sets to pin down the
equidistribution of intersections of complex nodal sets and complex geodesics.

An obvious omission in this section (and in the literature) is the analytic con-
tinuation of Poisson wave or heat kernels on analytic Riemannian manifolds (M, g)
with non-empty analytic boundary ∂M . This is mainly due to the fact that we
use Hadamard or Hörmander type parametrix constructions for the Dirichlet or
Neumann wave or heat kernels to prove the analytic continuation, and such para-
metrices do not exist even for short times on general manifolds with boundary. It
is very likely that one can use parametrix methods to analytically the Poisson wave
kernel on analytic manifolds with analytic concave boundary using the Melrose-
Taylor parametrix, but this has never been attempted as yet. It may be technically
more convenient to analytically continue Dirichlet or Neumann heat kernels. At
this time, there are no rigorous results in this direction.

We now give background on Grauert tubes, Szegő and Poisson kernels, on the
analytic continuation of eigenfunctions and the wave group following [Z5, Z7, Z8].

14.1. Grauert tubes and complex geodesic flow

By a theorem of Bruhat-Whitney, a real analytic Riemannian manifold M
admits a complexification MC, i.e. a complex manifold into which M embeds
as a totally real submanifold. Corresponding to a real analytic metric g is a
unique plurisubharmonic exhaustion function

√
ρ on MC (known as the Grauert

tube function) satisfying two conditions (i) It satisfies the Monge-Ampère equation
(i∂∂̄
√
ρ)n = δM,g where δM,g is the delta function on M with density dVg equal

to the volume density of g; (ii) the Kähler metric ωg = i∂∂̄ρ on MC agrees with g
along M .

In fact,

(14.4)
√
ρ(ζ) =

1

2i

√
r2
C(ζ, ζ̄),

where r2(x, y) is the square of the distance function and r2
C is its holomorphic

extension to a small neighborhood of the anti-diagonal (ζ, ζ̄) in MC ×MC. In the
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case of flat Rn,
√
ρ(x+ iξ) = 2|ξ| and in general

√
ρ(ζ) measures how far ζ reaches

into the complexification of M . The open Grauert tube of radius τ is defined by
Mτ = {ζ ∈MC,

√
ρ(ζ) < τ}. We use the imprecise notation MC to denote the open

complexificaiton when it is not important to specify the radius.
The (1, 1) form ω = ωρ := i∂∂̄ρ defines a Kähler metric on MC. The Grauert

tubes Mτ are strictly pseudo-convex domains in MC, whose boundaries ∂Mτ are
strictly pseudo-convex CR manifolds. The boundary is endowed with the contact
form

(14.5) α =
1

i
∂ρ|∂Mτ

= dc
√
ρ.

14.2. Analytic continuation of the exponential map

The geodesic flow is a Hamiltonian flow on T ∗M . In fact, there are two stan-
dard choices of the Hamiltonian. In PDE it is most common to define the (real)
homogeneous geodesic flow gt of (M, g) as the Hamiltonian flow on T ∗M generated
by the Hamiltonian |ξ|g with respect to the standard Hamiltonian form ω. This
Hamiltonian is real analytic on T ∗M\0. In Riemannian geometry it is standard to
let the time of travel equal |ξ|g; this corresponds to the Hamiltonian flow of |ξ|2g,
which is real analytic on all of T ∗M . We denote its Hamiltonian flow by Gt. In
general, we denote by ΞH the Hamiltonian vector field of a Hamiltonian H and its
flow by exp tΞH . Both of the Hamiltonian flows

(14.6) gt = exp tΞ|ξ|g and Gt = exp tΞ|ξ|2g

are important in analytic continuation of the wave kernel. The exponential map is
the map expx : T ∗M → M defined by expx ξ = πGt(x, ξ) where π is the standard
projection.

We denote by inj(x) the injectivity radius of (M, g) at x, i.e. the radius r
of the largest ball on which expx : BrM → M is a diffeomorphism to its image.
Since (M, g) is real analytic, expx tξ admits an analytic continuation in t and the
imaginary time exponential map

(14.7) E : B∗εM →MC, E(x, ξ) = expx iξ

is, for small enough ε, a diffeomorphism from the ball bundle B∗εM of radius ε in
T ∗M to the Grauert tube Mε in MC. We have E∗ω = ωT∗M where ω = i∂∂̄ρ and
where ωT∗M is the canonical symplectic form; and also E∗

√
ρ = |ξ| [GS1, LS].

It follows that E∗ conjugates the geodesic flow on B∗M to the Hamiltonian flow
exp tΞ√ρ of

√
ρ with respect to ω, i.e.

E(gt(x, ξ)) = exp tΞ√ρ(expx iξ).

14.3. Maximal Grauert tubes

A natural definition of maximal Grauert tube is the maximum value of ε so that
(14.7) is a diffeomorphism. We refer to this radius as the maximal geometric tube
radius. But for purposes of this paper, another definition of maximality is relevant:
the maximal tube on which all eigenfunctions extend holomorphically. A closely
related definition is the maximal tube to which the Poisson kernel (14.42) extends
holomorphically. We refer to the radius as the maximal analytic tube radius.

A natural question is to relate these notions of maximal Grauert tube has not
been explored. We therefore define the radii more precisely:
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Definition 14.2. (1) The maximal geometric tube radius τg is the largest
radius ε for which E (14.7) is a diffeomorphism.

(2) The maximal analytic tube radius τan Mτan ⊂ MC is the maximal tube
to which all eigenfunctions extend holomorphically and to which the anti-
diagonal U(2iτ, ζ, ζ̄) of the Poisson kernel admits an analytic continuation.

It is possible to prove that τg = τan. In §14.6 we sketch the proof that τan is
the maximal radius for which the coefficients of ∆g have holomorphic extensions.
This radius is similar to the geometric radius, since the leading coefficients are
geometric. But the coefficients of the first degree terms are not quite geometric
in the same sense and at this time of writing the geometric radius has not been
related to the maximal domain in which ∆g extends holomorphically. The proof
which is based on holomorphic extensions of solutions of analytic PDE across non-
characteristic hypersurfaces. We found a similar argument in [KS] in the case of
locally symmetric spaces but employing additional arguments.

14.4. Model examples

We consider some standard examples to clarify these analytic continuations.

(i) Complex tori: The complexification of the torus M = Rm/Zm is MC =
Cm/Zm. The adapted complex structure to the flat metric on M is
the standard (unique) complex structure on Cm. The complexified ex-
ponential map is expC

x(iξ) = z := x + iξ, while the distance function

r(x, y) = |x − y| extends to rC(z, w) =
√

(z − w)2. Then
√
ρ(z, z̄) =√

(z − z̄)2 = ±2i|Imz| = ±2i|ξ|.
The complexified cotangent bundle is T ∗MC = Cm/Zm×Cm, and the

holomorphic geodesic flow is the entire holomorphic map

Gt(ζ, pζ) = (ζ + tpζ , pζ).

(ii) n-sphere: (See [GS1].) The unit sphere x2
1 + · · · + x2

n+1 = 1 in Rn+1 is
complexified as the complex quadric

SnC = {(z1, . . . , zn) ∈ Cn+1 : z2
1 + · · ·+ z2

n+1 = 1}.
If we write zj = xj + iξj , the equations become |x|2 − |ξ|2 = 1, 〈x, ξ〉 =

0. The geodesic flow Gt(x, ξ) = (cos t|ξ|)x + (sin t|ξ|) ξ
|ξ| ,−|ξ|(sin t|ξ|)x +

(cos t|ξ|)ξ) on T ∗Sn complexifies to

(14.8) Gt(Z,W ) = (cos t
√
W ·W )Z + (sin t

√
W ·W ))

W√
W ·W

−
√
W ·W (sin t

√
W ·W ))Z + (cos t

√
W ·W )W, (Z,W ) ∈ T ∗SmC .

Here, the real cotangent bundle is the subset of T ∗Rn+1 of (x, ξ) such that
x ∈ Sn, x · ξ = 0 and the complexified cotangent bundle T ∗SnC ⊂ T ∗Cn+1

is the set of vectors (Z,W ) : Z ·W = 0. We note that although
√
W ·W

is singular at W = 0, both cos
√
W ·W and

√
W ·W sin t

√
W ·W ) are

holomorphic. The Grauert tube function equals
√
ρ(z) = i cosh−1 |z|2, z ∈ SnC .

It is globally well defined on SnC . The characteristic conoid is defined by
cosh 1

i

√
ρ = cosh τ .
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(iii) Hyperbolic space: The hyperboloid model of hyperbolic space is the
hypersurface in Rn+1 defined by

Hn = {x2
1 + · · ·x2

n − x2
n+1 = −1, xn > 0}.

Then,

Hn
C = {(z1, . . . , zn+1) ∈ Cn+1 : z2

1 + · · · z2
n − z2

n+1 = −1}.
In real coordinates zj = xj + iξj , this is:

〈x, x〉L − 〈ξ, ξ〉L = −1, 〈x, ξ〉L = 0

where 〈, 〉L is the Lorentz inner product of signature (n, 1). Hence the
complexified hyperbolic space is the hypersurface in Cn+1 given by the
same equations.

We obtain Hn
C from SnC by the map (z′, zn+1) → (iz′, zn+1). The

complexified geodesic flow is given for (Z,W ) ∈ T ∗Hm by

(14.9) Gt(Z,W ) = (cosh t
√
〈W,W 〉LZ + (sinh t

√
〈W,W 〉L))

W√
〈W,W 〉L)

−
√
〈W,W 〉L)(sinh t

√
〈W,W 〉L))Z + (cosh t

√
〈W,W 〉L))W ).

The Grauert tube function is
√
ρ(z) = cos−1(‖x‖2L + ‖ξ‖2L − π)/

√
2.

The radius of maximal Grauert tube is ε = 1 or r = π/
√

2.

14.5. Analytic continuation of eigenfunctions

A function f on a real analytic manifold M is real analytic, f ∈ Cω(M), if and
only if it satisfies the Cauchy estimates

(14.10) |Dαf(x)| ≤ KL|α|α! for some K,L > 0.

In place of all derivatives it is sufficient to use powers of ∆. In the language of
Baouendi-Goulaouic [BG1, BG2, BG3], the Laplacian of a compact real analytic
Riemannian manifold has the property of iterates, i.e., the real analytic functions
are precisely the functions satisfying Cauchy estimates relative to ∆:

(14.11) Cω(M) = {u ∈ C∞(M) : ∃L > 0, ∀k ∈ N, ‖∆ku‖L2(M) ≤ Lk+1(2k)!}.
It is classical that all of the eigenfunctions extend holomorphic to a fixed

Grauert tube.

Theorem 14.3 (Morrey-Nirenberg Theorem). Let P (x,D) be an elliptic dif-
ferential operator in Ω with coefficients which are analytic in Ω. If u ∈ D′(Ω) and
P (x,D)u = f with f ∈ Cω(Ω), then u ∈ Cω(Ω).

The proof shows that the radius of convergence of the solution is determined
by the radius of convergence of the coefficients.

Let us consider examples of holomorphic continuations of eigenfunctions:

• On the flat torus Rm/Zm, the real eigenfunctions are cos〈k, x〉, sin〈k, x〉
with k ∈ 2πZm. The complexified torus is Cm/Zm and the complexified
eigenfunctions are cos〈k, ζ〉, sin〈k, ζ〉 with ζ = x+ iξ.
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• On the unit sphere Sm, eigenfunctions are restrictions of homogeneous
harmonic functions on Rm+1. The latter extend holomorphically to holo-
morphic harmonic polynomials on Cm+1 and restrict to holomorphic func-
tion on SmC .

• On Hm, one may use the hyperbolic plane waves e(iλ+1)〈z,b〉, where 〈z, b〉
is the (signed) hyperbolic distance of the horocycle passing through z and
b to 0. They may be holomorphically extended to the maximal tube of
radius π/4.

• On compact hyperbolic quotients Hm/Γ, eigenfunctions can be then rep-
resented by Helgason’s generalized Poisson integral formula [H],

ϕλ(z) =

∫
B

e(iλ+1)〈z,b〉 dTλ(b).

Here, z ∈ D (the unit disc), B = ∂D, and dTλ ∈ D′(B) is the boundary
value of ϕλ, taken in a weak sense along circles centered at the origin
0. To analytically continue ϕλ it suffices to analytically continue 〈z, b〉.
Writing the latter as 〈ζ, b〉, we have:

(14.12) ϕC
λ(ζ) =

∫
B

e(iλ+1)〈ζ,b〉 dTλ(b).

In [BG2, Theorem 2] and [BGH, Theorem 1.2] it is proved that the operator
∆ has the iterate property if and only if, for all b > 1, each eigenfunction extends
holomorphically to some Grauert tube Mτ and satisfies

(14.13) sup
z∈Mτ

|ϕC
λj (z)| ≤ bλj sup

x∈M
|ϕλj (x)|.

The concept of Grauert was not actually used in these articles, so the relation
between the growth rate and the Grauert tube function was not stated. But it
again shows that all eigenfunctions extend to some fixed Grauert tube.

14.6. Maximal holomorphic extension

The question then arises if all eigenfunctions extend to the maximal Grauert
tube allowed by the geometry as in Definition 14.2. This indeed is true and follows
from theorems on extensions of holomorphic solutions of holomorphic PDE across
non-characteristic hypersurfaces.

Theorem 14.4. [Zer, HoIII, KS, L, Z5] Let f be analytic in the open set
Z ⊂ Cn and suppose that P (x,D)u = f in the open set Z0 ⊂ Z. If z0 ∈ Z ∩ ∂Z0

and if Z0 has a C1 non-characteristic boundary at z0, then u can be analytically
continued as a solution of P (x,D)u = f in a neighborhood of z0.

The idea of the proof is to rewrite the equation as a Cauchy problem with re-
spect to the non-characteristic hypersurface and to apply the Cauchy Kowaleskaya
theorem. To employ the theorem we need to verify that the hypersurfaces ∂Mτ are

non-characteristic for the complexified Laplacian ∆C, i.e., that
∑
i,j g

ij(ζ)
∂
√
ρ

∂ζi

∂
√
ρ

∂ζj
6=

0. To prove this, we observe that in the real domain g(∇r2,∇r2) = 4r2. In this
formula r2 = r2(x, y) and we differentiate in x. We now analytically continue the
identity in x → ζ, y,→ ζ̄ and differentiate only with the holomorphic derivatives
∂
∂ζj

. From (14.4), we get

gC(∂r2
C(ζ, ζ̄), ∂r2

C(ζ, ζ̄)) = −4r2
C(ζ, ζ̄) = ρ(ζ, ζ̄) > 0.
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Hence Zerner’s theorem applies to the maximal domain to which ∆g extends
holomorphically, and we can analytically continue eigenfunctions across any point of
any ∂Mτ for τ < τg, the maximal radius of a Grauert tube in which the coefficients
of ∆C are defined and holomorphic. We can take the union of the open sets where
ϕC
j has a holomorphic extension to obtain a maximal domain of holomorphy. If

it fails to be Mτg there exists a point ζ with
√
ρ(ζ) < τg so that ϕC

j cannot be
holomorphically extended across ∂Mτ at ζ. This contradicts Zerner’s theorem and
shows that the maximal domain must be the maximal Mτ to which ∆g extends
holomorphically.

14.7. Husimi functions

The (L2-normalizations of the) modulus squares (14.2) are sometimes known as
Husimi functions (after [Hu]). They are holomorphic extensions of L2-normalized
functions but are not themselves L2 normalized on Mε. However, as will be dis-
cussed below, their L2 norms may on the Grauert tubes (and their boundaries) can
be determined. One can then ask how the mass of the normalized Husimi function
is distributed in phase space, or how the Lp norms behave.

One of the general problems of quantum dynamics is to determine all of the
weak* limits of the sequence,

{
|ϕC
j (z)|2

‖ϕC
j ‖L2(∂Mε)

dµε}∞j=1.

Here, dµε is the natural measure on ∂Mε corresponding to the contact volume form
on S∗εM . Recall that a sequence µn of probability measures on a compact space X
is said to converge weak* to a measure µ if

∫
X
f dµn →

∫
X
f dµ for all f ∈ C(X).

We refer to Theorem 14.43 for the ergodic case. In the integrable case one has
localization results showing that complex zeros lie on hypersurfaces (see [Z10]).
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14.8. Poisson wave operator and Szegő projector on Grauert tubes

In this section, we introduce the Poisson wave operator, the Szegő projector,
and complexified spectral projections and state some basic results on analytic con-
tinuation and growth (Theorem 14.5 and Theorem 14.7). The theorems on analytic
continuation of the Poisson wave kernel are proved in §14.14 following [Z5, L]. The
theorems on growth of complexified and tempered spectral projections are proved
in §14.26 with refinements sketched in §14.28.

14.9. Poisson operator and analytic Continuation of eigenfunctions

The half-wave group of (M, g) is the unitary group U(t) = eit
√

∆ generated by
the square root of the positive Laplacian. Its Schwartz kernel is a distribution on
R×M ×M with the eigenfunction expansion

(14.14) U(t, x, y) =

∞∑
j=0

eitλjϕj(x)ϕj(y).

By the Poisson operator we mean the analytic continuation ofU(t) to positive
imaginary time:

(14.15) e−τ
√
−∆ = U(iτ).

The eigenfunction expansion then converges absolutely to a real analytic function
on R+ ×M ×M .

Let A(τ) denote the operator of analytic continuation of a function on M to
the Grauert tube Mτ . Since

(14.16) UC(iτ)ϕλ = e−τλϕC
λ,

it is simple to see that

(14.17) A(τ) = UC(iτ)eτ
√
−∆

where UC(iτ, ζ, y) is the analytic continuation of the Poisson kernel in x to Mτ . In
terms of the eigenfunction expansion, one has

(14.18) U(iτ, ζ, y) =

∞∑
j=0

e−τλjϕC
j (ζ)ϕj(y), (ζ, y) ∈Mε ×M.

This is a very useful observation because UC(iτ)eτ
√
−∆ is a Fourier integral operator

with complex phase and can be related to the geodesic flow. The analytic continu-
ability of the Poisson operator to Mτ implies that every eigenfunction analytically
continues to the same Grauert tube.

14.10. Analytic continuation of the Poisson wave group

The analytic continuation of the Possion wave kernel to Mτ in the x variable is
discussed in detail in [Z5] and ultimately derives from the analysis by Hadamard
of his parametrix construction. We only briefly discuss it here and refer to [Z5]
for further details. In the case of Euclidean Rn and its wave kernel U(t, x, y) =∫
Rn e

it|ξ|ei〈ξ,x−y〉 dξ, which analytically continues to t+ iτ, ζ = x+ ip ∈ C+×Cn as
the integral

UC(t+ iτ, x+ ip, y) =

∫
Rn
ei(t+iτ)|ξ|ei〈ξ,x+ip−y〉 dξ.
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The integral clearly converges absolutely for |p| < τ.
Exact formulae of this kind exist for Sm and Hm. For a general real analytic

Riemannian manifold, there exists an oscillatory integral expression for the wave
kernel of the form

(14.19) U(t, x, y) =

∫
T∗yM

eit|ξ|gy ei〈ξ,exp−1
y (x)〉A(t, x, y, ξ) dξ,

where A(t, x, y, ξ) is a polyhomogeneous amplitude of order 0. The holomorphic
extension of (14.19) to the Grauert tube |ζ| < τ in x at time t = iτ then has the
form

(14.20) UC(iτ, ζ, y) =

∫
T∗y

e−τ |ξ|gy ei〈ξ,exp−1
y (ζ)〉A(t, ζ, y, ξ) dξ, ζ = x+ ip.

14.11. Complexified spectral projections

The next step is to holomorphically extend the spectral projectors dΠ[0,λ](x, y) =∑
j δ(λ − λj)ϕj(x)ϕj(y) of

√
∆. The complexified diagonal spectral projections

measure is defined by

(14.21) dλΠC
[0,λ](ζ, ζ̄) =

∑
j

δ(λ− λj)|ϕC
j (ζ)|2.

Henceforth, we generally omit the superscript and write the kernel as ΠC
[0,λ](ζ, ζ̄).

This kernel is not a tempered distribution due to the exponential growth of |ϕC
j (ζ)|2.

Since many asymptotic techniques assume spectral functions are of polynomial
growth, we simultaneously consider the damped spectral projections measure

(14.22) dλP
τ
[0,λ](ζ, ζ̄) =

∑
j

δ(λ− λj)e−2τλj |ϕC
j (ζ)|2,

which is a temperate distribution as long as
√
ρ(ζ) ≤ τ. When we set τ =

√
ρ(ζ)

we omit the τ and put

(14.23) dλP[0,λ](ζ, ζ̄) =
∑
j

δ(λ− λj)e−2
√
ρ(ζ)λj |ϕC

j (ζ)|2.

The integral of the spectral measure over an interval I gives

ΠI(x, y) =
∑
j:λj∈I

ϕj(x)ϕj(y).

Its complexification gives the spectral projections kernel along the anti-diagonal

(14.24) ΠI(ζ, ζ̄) =
∑
j:λj∈I

|ϕC
j (ζ)|2,

and the integral of (14.22) gives its temperate version

(14.25) P τI (ζ, ζ̄) =
∑
j:λj∈I

e−2τλj |ϕC
j (ζ)|2,

or in the crucial case of τ =
√
ρ(ζ),

(14.26) PI(ζ, ζ̄) =
∑
j:λj∈I

e−2
√
ρ(ζ)λj |ϕC

j (ζ)|2,
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14.12. Poisson operator as a complex Fourier integral operator

The damped spectral projection measure dλ P
τ
[0,λ](ζ, ζ̄) (14.22) is dual under

the real Fourier transform in the t variable to the restriction

(14.27) U(t+ 2iτ, ζ, ζ̄) =
∑
j

e(−2τ+it)λj |ϕC
j (ζ)|2

to the anti-diagonal of the mixed Poisson wave group. The adjoint of the Poisson
kernel U(iτ, x, y) also admits an anti-holomorphic extension in the y variable. The
sum (14.27) are the diagonal values of the complexified wave kernel

U(t+ 2iτ, ζ, ζ̄ ′) =

∫
M

U(t+ iτ, ζ, y)E(iτ, y, ζ̄ ′) dVg(x)(14.28)

=
∑
j

e(−2τ+it)λjϕC
j (ζ)ϕC

j (ζ ′).(14.29)

We obtain (14.28) by orthogonality of the real eigenfunctions on M .
Since U(t+ 2iτ, ζ, y) takes its values in the CR holomorphic functions on ∂Mτ ,

we consider the Sobolev spaces Os+n−1
4 (∂Mτ ) of CR holomorphic functions on the

boundaries of the strictly pseudo-convex domains Mε, i.e.,

Os+m−1
4 (∂Mτ ) = W s+m−1

4 (∂Mτ ) ∩ O(∂Mτ ),

where Ws is the sth Sobolev space and where O(∂Mε) is the space of boundary
values of holomorphic functions. The inner product on O0(∂Mτ ) is with respect to
the Liouville measure

(14.30) dµτ = (i∂∂̄
√
ρ)m−1 ∧ dc√ρ.

We then regard U(t + iτ, ζ, y) as the kernel of an operator from L2(M) →
O0(∂Mτ ). It equals its composition Πτ ◦ U(t+ iτ) with the Szegő projector

Πτ : L2(∂Mτ )→ O0(∂Mτ )

for the tubeMτ , i.e., the orthogonal projection onto boundary values of holomorphic
functions in the tube.

This is a useful expression for the complexified wave kernel, because Π̃τ is a
complex Fourier integral operator with a small wave front relation. More precisely,
the real points of its canonical relation form the graph ∆Σ of the identity map on
the symplectic one Στ ⊂ T ∗∂Mτ spanned by the real one-form dcρ, i.e.,

(14.31) Στ = {(ζ; rdcρ(ζ)) : ζ ∈ ∂Mτ , r > 0} ⊂ T ∗(∂Mτ ).

We note that for each τ , there exists a symplectic equivalence Στ ' T ∗M by the
map (ζ, rdcρ(ζ))→ (E−1

C (ζ), rα), where α = ξ · dx is the action form (cf. [GS2]).
The following result was first stated by Boutet de Monvel [Bo] and has been

proved in detail in [Z5, L, St].

Theorem 14.5. Πε ◦ U(iε) : L2(M) → O(∂Mε) is a complex Fourier integral
operator of order −m−1

4 associated to the canonical relation

Γ = {(y, η, ιε(y, η)} ⊂ T ∗M × Σε.

Moreover, for any s,

Πε ◦ U(iε) : W s(M)→ Os+m−1
4 (∂Mε)

is a continuous isomorphism.
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14.13. Complexified Poisson kernel as a complex Fourier integral
operator

The following theorem is stated in [Bo]. For proofs, see [Z5, L].

Theorem 14.6. (See [Bo, GS2, GLS].) For sufficiently small τ > 0, UC(iτ) :
L2(M)→ O(∂Mτ ) is a Fourier integral operator of order −m−1

4 with complex phase
associated to the canonical relation

Λ = {(y, η, ιτ (y, η)} ⊂ T ∗M × Στ .

Moreover, for any s,

UC(iτ) : W s(M)→ Os+m−1
4 (∂Mτ )

is a continuous isomorphism.

The proof of Theorem 14.6 is barely sketched in [Bo]. However, the theorem
follows almost immediately from the construction of the branched meromorphic
Hadamard parametrix in Corollary 14.8, or alternatively from the analytic con-
tinuation of the Hörmander parametrix of §14.19. It suffices to show that either
is a parametrix for UC(iτ, ζ, y), i.e., differs from it by an analytic kernel (smooth
would be sufficient by analytic wave front set considerations). But the Hadamard
parametrix construction is an exact formula and actually gives a more precise de-
scription of the singularities of UC(iτ, ζ, y) than is stated in Theorem 14.6. We
briefly explain how either the Hadamard or Hörmander parametrix can be used to
complete the proof.

Using the complexified Poisson wave kernel, one can prove the following sup-
norm estimate:

Proposition 14.7. Suppose (M, g) is real analytic. Then

sup
ζ∈Mτ

|ϕC
λ(ζ)| ≤ Cλm+1

2 eτλ and sup
ζ∈Mτ

∣∣∣∣∂ϕC
λ(ζ)

∂ζj

∣∣∣∣ ≤ Cλm+3
2 eτλ.

14.14. Analytic continuation of the Poisson wave kernel

In this section we prove Theorem 14.5 and Theorem 14.6, closely following [Z5].
Other closely related proofs can be found in [L, St].

14.15. Hörmander parametrix for the Poisson wave kernel

A more familiar construction of U(t, x, y) and its analytic continuation which
is particularly useful for small |t| is the one based on the Fourier inversion formula.
Its generalization to Riemannian manifolds is given by

(14.32) U(t, x, y) =

∫
T∗yM

eit|ξ|gy ei〈ξ,exp−1
y (x)〉A(t, x, y, ξ) dξ,

for (x, y) sufficiently close to the diagonal. We use this parametrix to prove Theo-
rem 14.15 (2).

The amplitude is a polyhomognous symbol of the form

(14.33) A(t, x, y, ξ) ∼
∞∑
j=

Aj(t, x, y, ξ),
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where the asymptotics are in the sense of the symbol topology and where

Aj(t, x, y, τξ) = τ−jAj(t, x, y, ξ), |ξ| ≥ 1.

The principal term A0(t, x, y, ξ) equals 1 when t = 0 on the diagonal, and the higher
Aj are determined by transport equations discussed in [DuG].

It can be verified that in the case of real analytic (M, g), the amplitude is a
classical formal analytic symbol (see §14.23). Hence if A(t, x, y, ξ) is a realization
of the amplitude A(t, x, y, ξ), then one obtains an analytic parametrix

(14.34) U(t, x, y) =

∫
T∗yM

eit|ξ|gy ei〈ξ,exp−1
y (x)〉A(t, x, y, ξ) dξ,

which approximates the wave kernel for small |t| and (x, y) near the diagonal up to
a holomorphic error, whose amplitude is exponentially decaying in |ξ|.

14.16. Subordination to the heat kernel

The parametrix (14.19) can also be obtained by subordinating the Poisson wave
kernel to the heat kernel. To make use of it, one needs to analytically the heat
kernel to Mτ . This analytic continuation was studied by Golse-Leichtnam-Stenzel
in [GLS], who proved the following: For any x0 ∈ M there exists ε, ρ > 0 and an
open neighborhood W of x0 in Mε such that for 0 < t < 1 and (x, y) ∈W ×W ,

E(t, x, y) = N(t, x, y)e−
r2(x,y)

4t +R(t, x, y),

where

N(t, x, y) =
∑

0≤j≤ 1
Ct

Wj(x, y)tj

as t ↓ 0+ where Wj(x, y) are the Hadamard-Minakshisundaram-Pleijel heat kernel
coefficients. is an analytic symbol of order n/2 with respect to t−1 in the sense of
[Sj]. As above, the remainder is exponentially small,

|R(t, x, y)| ≤ Ce− ρ
8t

with a uniform C in (x, y) as t ↓ 0+. The heat kernel itself obviously admits a
holomorphic extension in the open subset Rer2

C(x, y) > 0 ot MC ×MC.

14.17. Fourier integral distributions with complex phase

First, we review the relevant definitions (see [HoIV, §25.5] or [MeSj]). A
Fourier integral distribution with complex phase on a manifold X is a distribution
that can locally be represented by an oscillatory integral

A(x) =

∫
RN

eiϕ(x,θ)a(x, θ) dθ,

where a(x, θ) ∈ Sm(X × V ) is a symbol of order m in a cone V ⊂ RN and where
the phase ϕ is a positive regular phase function, i.e., it satisfies

• Imϕ ≥ 0;
• d ∂ϕ∂θ1 , . . . , d

∂ϕ
∂θN

are linearly independent complex vectors on

CϕR = {(x, θ) : dθ(x, θ) = 0};
• In the analytic setting (which is assumed in this article), ϕ admits an

analytic continuation ϕC to an open cone in XC × VC.
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Define

CϕC = {(x, θ) ∈ XC × VC : ∇θϕC(x, θ) = 0}.
Then CϕC is a manifold near the real domain. One defines the Lagrangian subman-
ifold ΛϕC ⊂ T ∗XC as the image

(x, θ) ∈ CϕC → (x,∇xϕC(x, θ)).

14.18. Analytic continuation of the Hadamard parametrix

As in §14.23, we can express UC(iτ, ζ, y) as a local Fourier integral distribu-
tion with complex phase by rewriting the Hadamard series in Corollary 14.8 as
oscillatory integrals. Here we assume that τ > 0, t ≥ 0.

A complication is that we can only use the complexified phase Γ = t2 − r2 in
regions of complexified R ×M ×M where its imaginary part is ≥ 0. We could
also use the phase t − r (resp. t + r) in regions where t + r 6= 0 (resp. t − r 6= 0)
and where the contour R+ can be deformed back to itself after the the change of
variables θ → (t+ r)θ.

14.19. Analytic continuation of the Hörmander parametrix

As was the case in Rn, the parametrix (14.34) admits an analytic continuation
in time to a strip {t+ iτ : τ < τan, |t| < 1}. In the space variables, the parametrix
then admits an analytic continuation to complex x, y satisfying |rC(x, y)| ≤ τ .

The analytically continued parametrix (14.19) approximates the true analyti-
cally continued Poisson kernel up to a holomorphic kernel. More precisely, for any
x0 ∈M and τ > 0, there exists ε, ρ > 0 and an open neighborhood W of x0 in Mτ

such that for |t| < 1 and (x, y) ∈W ×W ,

(14.35) U(t+ iτ, x, y) =

∫
T∗yM

e−τ |ξ|gy ei〈ξ,exp−1
y (x)〉A(t+ iτ, x, y, ξ)dξ +R(t, x, y),

where R(t, x, y) is holomorphic for small |t| and for (x, y) near the diagonal.
The parametrix is only defined near the diagonal where exp−1

y is defined. How-
ever one can extend it to a global holomorphic kernel away from CC by cutting off
the first term of (14.19) with a smooth cutoff χ(x, y) supported near the diagonal
in Mτ ×Mτ and then solving a ∂̄ problem on the Grauert tube (or a ∂̄b problem on
its boundary) to extend the kernel to be globally holomorphic (resp. CR). We refer
to [Z5] for a more detailed discussion. This gives an alternative to the Hadamard
parametrix construction of Corollary 14.8.

This concludes the sketch of proof of Theorem 14.6.

14.20. ∆g,2g and characteristics

In the real domain, ∆ is an elliptic operator with principal symbol σ∆(x, ξ) =∑n
i,j=1 g

ij(x)ξiξj . Hence its characteristic set (the zero set of its symbol) consists
only of the zero section ξ = 0 in T ∗M . But when we continue it to the complex
domain it develops a complex characteristic set

(14.36) Char(∆C) =

{
(ζ, ξ) ∈ T ∗MC :

n∑
i,j=1

gij(ζ)ξiξj = 0

}
.
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The wave operator on the product spacetime (R×M,dt2 − gx) is given by

2g =
∂2

∂t2
+ ∆g.

The unusual sign in front of ∆g is due to the sign normalization above making the
Laplacian non-negative. Again we omit the subscript when the metric is fixed. The
characteristic variety of 2 is the zero set of its symbol

σ2(t, τ, x, ξ) = τ2 − |ξ|2x,
that is,

(14.37) Char(2) = {(t, τ, x, ξ) ∈ T ∗(R×M) : τ2 − |ξ|2x = 0}.
The null-bicharacteristic flow of 2 is the Hamiltonian flow of τ2−|ξ|2x on Ch(2).

Its graph is thus

Λ = {(t, τ, x, ξ, y, η) : τ2 − |ξ|2x = 0, Gt(x, ξ) = (y, η)} ⊂ T ∗(R×M ×M).

14.21. Characteristic variety and characteristic conoid

Following [H], we put

(14.38) Γ(t, x, y) = t2 − r2(x, y).

Here, r(x, y) is the distance between x, y. It is singular at r = 0 and also when y is
in the “cut locus” of x. In this article we only consider (x, y) so that r(x, y) < inj(x),
where inj(x) is the injectivity radius at x, i.e., is the largest ε so that

expx : B∗x,εM →M

is a diffeomorphism to its image. The injectivity radius inj(M, g) is the maximum
of inj(x) for x ∈ M . Thus, we work in a sufficiently small neighborhood of the
diagonal so that cut points do not occur.

The squared distance r2(x, y) is smooth in a neighborhood of the diagonal. On

a simply connected manifold (M̃, g) without conjugate points, it is globally smooth

on M̃ ×M̃ . We recall that ‘without conjugate points’ means that expx : TxM →M
is non-singular for all x.

The characteristic conoid is the set

(14.39) C = {(t, x, y) : r(x, y) < inj(x), r2(x, y) = t2} ⊂ R×M ×M.

It separates R×M ×M into the forward/backward semi-cones

C± = {(t, x, y) : t2 − r2(x, y) > 0, ±t > 0}.
The complexification of C is the complex characteristic conoid

(14.40) CC = {(t, x, y) : r2
C(x, y) = t2} ⊂ C×MC ×MC.

We note that CR ⊂ CC is a totally real submanifold. Another totally real sub-
manifold of central importance in this article is the ‘diagonal’ (or anti-diagonal)
conoid,

(14.41) C∆ = {(2iτ, ζ, ζ̄) : τ ∈ R+, ζ, ζ̄ ∈ ∂Mτ}.
By definition, r2

C(ζ, ζ̄) = −4τ2 if ζ ∈ ∂Mτ .
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14.22. Hadamard parametrix for the Poisson wave kernel

We are most interested in the Hadamard parametrix for the half-wave kernel,
which does not seem to have been discussed in the literature. We are more generally

interested in the Poisson wave semi-group ei(t+iτ)
√

∆ for τ > 0. The Poisson wave
kernel

(14.42) U(t+ iτ, x, y) =
∑
j

ei(t+iτ)λjϕj(x)ϕj(y)

is a real analytic kernel which possesses an analytic extension to a Grauert tube.
Thus, there exists a non-zero analytic radius τan > 0 so that the Poisson kernel
admits a holomorphic extension U(t+ iτ, ζ, y) to Mτ ×M for τ ≤ τan. Since

(14.43) U(iτ)ϕλ = e−τλϕC
λ,

the eigenfunctions analytically extend to the same maximal tube as does U(iτ).
We would like to construct a Hadamard type parametrix for (14.42). We may

derive it from the Feynman-Hadamard fundamental solution using that

(14.44)
d

dt

ei|t|
√
−∆

√
−∆

= i sgn(t)ei|t|
√
−∆

and

(14.45) eit
√
−∆ =

1

i
H(t)

d

dt

ei|t|
√
−∆

√
−∆

− 1

i
H(−t) d

dt

e−i|t|
√
−∆

√
−∆

.

Hence,

(14.46)
1

i

d

dt
UF (t) = eit

√
−∆, t > 0.

The restriction to t > 0 is consistent with the fact that eit
√
−∆(x, y) has the singular-

ity ((t+i0)2−r2)
−m

2 (in odd spacetime dimensions) while UF (t) has the singularity

(t2− r2 + i0)
2−m

2 . We note (again) that ((t+ i0)2− r2)α = (t2− r2 + i0)α for t > 0.
From Theorem 6.1 we conclude:

Corollary 14.8. Let (M, g) be real analytic. Then with the Uj , Vk,W` defined
as in Theorem 6.1, we have:

• In odd spacetime dimensions, for t > 0 the Poisson wave kernel U(t +

iτ, x, y) for τ > 0 has the form AΓ
−m

2 where A =
∑∞
j=0AjΓ

j with Aj
holomorphic. The series converges absolutely to a holomorphic function
for |Γ| < ε sufficient small, i.e., near the characteristic conoid.

• In even spacetime dimensions, for t > 0, the Poisson wave kernel has the

form BΓ
−m

2 +C log Γ +D where the coefficients B,C,D are holomorphic
in a neighborhood of CC, and have the same Γ expansions as A.

We use this parametrix to prove Theorem 14.15 (1).

14.23. Hadamard parametrix as an oscillatory integral with complex
phase

Corollary 14.8 gives a precise description of the singularities of the Poisson
wave propagator. It implicitly describes the kernel as a Fourier integral kernel. We
now make this description explicit in the real domain. In the following sections, we
extend the description to the complex domain.
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We first express Γ
−m

2 +j as an oscillatory integral with one phase variable using
the well-known identity

(14.47)

∫ ∞
0

eiθσθλ+ dλ = ieiλπ/2Γ(λ+ 1)(σ + i0)−λ−1.

At least formally, this leads to the representation∫ ∞
0

eiθ(t
2−r2)θ

n−1
2 −j

+ dθ = iei(
n−1

2 −j)π/2Γ

(
n− 1

2
− j + 1

)
(t2 − r2 + i0)j−

n−1
2 −1

for the principal term of the Poisson wave. Here, the notation Γ = t2 − r2 unfor-
tunately clashes with that for the Gamma function, and we temporarily write out
its definition.

In even space dimensions, the Hadamard parametrix for the Hadamard-Feynman
fundamental solution thus has the form

(14.48)

∞∑
j=0

Uj(t, x, y)Γ
1−n

2 +j

=

∫ ∞
0

eiθ(t
2−r2)

 ∞∑
j=0

Uj(t, x, y)(iei(
n−1

2 −j)π/2)−1 θ
n−3

2 −j
+

Γ(n−3
2 − j + 1)

 dθ.

Here we follow Hadamard’s notation, but it is simpler to re-define the coefficients
Uj so that the Γ-factors appear on the left side as in [Be] (7). We thus define

Uj(t, x, y) =

(
(iei(

n−1
2 −j)π/2)−1 1

Γ(n−3
2 − j + 1)

)
Uj(t, x, y).

By the duplication formula Γ(z)Γ(1− z) = π
sinπz with z = m

2 − k − α
2 , i.e.,

Γ

(
m

2
− j − α

2

)
= (−1)j

π

sinπ(m2 − α
2 )

1

Γ(−m2 + 1 + j + α
2 )
,

it follows that

Uj(t, x, y) =

(
(−1)j

π

sinπ(m2 − α
2 )

1

Γ(−m2 + 1 + j + α
2 )

)
Uj(t, x, y),

so that the formula in odd spacetime dimensions becomes

(14.49) Cn
1

sinπ(m2 − α
2 )

∞∑
j=0

(−1)j
Uj(t, x, y)

Γ(−m2 + 1 + j + α
2 )

(t2 − r2)−
m−2

2 +j

=

∫ ∞
0

eiθ(t
2−r2)

 ∞∑
j=0

Uj(t, x, y)θ
n−3

2 −j
+

 dθ.

The amplitude in the right side of (14.49) is then a formal analytic symbol,

(14.50) A(t, x, y, θ) =

∞∑
j=0

Uj(t, x, y)θ
n−3

2 −j
+ ,

Due to the Gamma-factors appearing in the identity (14.47), convergence of the
series on the left side of (14.49) does not imply convergence of the series (14.50).
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However, there exists a realization of the formal symbol (14.50) by a holomorphic
symbol

A(t, x, y, θ) =
∑

0≤j≤ θ
eC

Uj(t, x, y)θ
n−3

2 −j
+ ,

and one obtains an analytic parametrix

(14.51) U(t, x, y) =

∫ ∞
0

eiθΓA(t, x, y, θ) dθ

that approximates the wave kernel for small |t| and (x, y) near the diagonal up to a
holomorphic error, whose amplitude is exponentially decaying in θ. Here, we recall
(see [Sj, p.3 and §9]) that a classical formal analytic symbol ([Sj, p.3]) on a domain
Ω ⊂ Cn is a formal semi-classical series

a(z, λ) =

∞∑
k=0

ak(z)λ−k,

where ak(z, λ) ∈ O(Ω) for all λ > 0. Then for some C > 0, the ak(z) ∈ O(Ω)
satisfy

|ak(z)| ≤ Ck+1kk, k = 0, 1, 2, . . . .

A realization of the formal symbol is a genuine holomorphic symbol of the form,

a(z, λ) =
∑

0≤k≤ λ
eC

ak(z)λ−k.

It is an analytic symbol since, with the index restriction,

|ak(z)λ−k| ≤ CΩ

(
Ck

λ

)k
≤ Ce−k.

Hence the series converges uniformly on Ω to a holomorphic function of z for each
λ.

Returning to (14.50), the Hadamard-Riesz coefficients Uj are determined in-
ductively by the transport equations

(14.52)


Θ′

2Θ
U0 +

∂U0

∂r
= 0,

4ir(x, y){( k + 1

r(x, y)
+

Θ′

2Θ
)Uj+1 +

∂Uj+1

∂r
} = ∆yUj .

whose solutions are given by:

(14.53)


U0(x, y) = Θ−

1
2 (x, y),

Uj+1(x, y) = Θ−
1
2 (x, y)

∫ 1

0

skΘ(x, xs)
1
2 ∆2Uj(x, xs) ds

where xs is the geodesic from x to y parametrized proportionately to arc-length
and where ∆2 operates in the second variable.

As discussed above, the representation (14.49) does not suffice when n is odd,
since Γ(z) and θz+ have poles at the negative integers. To rescue the representation
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when n is odd, we need to use the distributions θ−n+ with n = 1, 2, . . . , defined as
follows (see [HoI]):

θ−k+ (ϕ) =

∫ ∞
0

(log θ)ϕ(k)(θ)dθ/(k − 1)! + ϕ(k−1)(0)(

k∑
j=1

1/j)/(k − 1)!.

This family behaves in an unusual way under derivation:

d

dθ
θ−k+ = −kθ−k−1

+ +
(−1)k

k!
δ

(k)
0

(see [HoI, (3.2.2)”]) and is therefore sometimes avoided in the Hadamard-Riesz
parametrix construction (as in [Be]).

However, we have already constructed the parametrices and only want to ex-
press them in terms of the above oscillatory integrals to make contact with Fourier
integral operator theory. In odd space dimensions, the Hadamard parametrices can
be written in the form
(14.54)∫ ∞

0

eiθΓ
(
U0(t, x, y)θm+ + · · ·+ Umθ

0
+

)
dθ+

∫ ∞
0

eiθΓ
(
Um+1θ

−1
+ + Um+2θ

−2
+ + · · ·

)
dθ.

Again the amplitude is a formal symbol. To produce a genuine amplitude it needs
to be replace by a realization which approximates it modulo a holomorphic symbol
which is exponentially decaying in θ.

We are paying close attention to the regularization of the integral at θ = 0,
but only the behavior of the amplitude as θ → ∞ is relevant to the singularity.
The terms with θ−k+ for k > 0 produce logarithmic terms in the kernel. If we use a
smooth cutoff at θ = 0, we obtain distributions of the form

uµ(Γ) =

∫
R
eiθΓχ(θ)θµ dθ

where χ(θ) = 1 for θ ≥ 1 and χ(θ) = 0 for θ ≤ 1
2 . Then

u−k(Γ) = ik+1Γk−1 log Γ mod C∞

Hence the terms with negative powers of θ+ in (14.54) produce the logarithmic
terms and the holomorphic terms.

Above, we discussed the Hadamard-Feynman fundamental solution, but for
t > 0 we only need to differentiate it in t (according to Proposition 14.8 ) to
obtain the parametrices for the Poisson wave group. Away from the characteristic
conoid the Schwartz kernels of the Poisson wave group and Hadamard-Feynman
fundamental solution are holomorphic by the theorem on propagation of analytic
wave front sets [Sj]. The Fourier integral structure and mapping properties follow
immediately from the order of the amplitude and from the exact formula for the
phase.

14.24. Tempered spectral projector and Poisson semi-group as complex
Fourier integral operators

To study the tempered spectral projection kernels (14.25), we further need to
continue UC(t, ζ, y) anti-holomorphically in the y variable. The discussion is similar
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to the holomorphic case except that we need to double the Grauert tube radius to
obtain convergence. We thus have (cf. (14.27))

(14.55) UC(t+ 2iτ, ζ, ζ̄) =
∑
j

e(−2τ+it)λj |ϕC
j (ζ)|2 =

∫
R
eitλdλP

τ
[0,λ](ζ, ζ̄).

Properties of these kernels may be obtained from kernels which are analytically
continued in one variable only from the formula (14.28)

UC(t+ 2iτ, ζ, ζ̄ ′) =

∫
M

U(t+ iτ, ζ, y)UC(iτ, y, ζ̄ ′) dVg(x)(14.56)

=
∑
j

e(−2τ+it)λjϕC
j (ζ)ϕC

j (ζ ′).(14.57)

We have

Proposition 14.9. For small t, τ > 0 and for sufficiently small τ ≥ √ρ(ζ) > 0,

there exists a realization B(t, ζ, ζ̄, θ) of a formal analytic symbol B(t, ζ, ζ̄, θ) so that
as tempered distributions on R×Mτ ,

(14.58) UC(t+ 2iτ, ζ, ζ̄) =

∫ ∞
0

eiθ((t+2iτ)−2i
√
ρ(ζ))B(t, ζ, ζ̄, θ) dθ +R(t+ 2iτ, ζ, ζ̄),

where R(t+2iτ, ζ, ζ̄) is the restriction to the anti-diagonal of a holomorphic kernel.
Moreover

• θ((t+ 2iτ)− 2i
√
ρ(ζ)) is a phase of positive type;

• If
√
ρ(ζ) < τ the entire kernel is locally holomorphic;

• If
√
ρ(ζ) = τ then

(14.59) UC(t+ 2iτ, ζ, ζ̄) =

∫ ∞
0

eiθtB(t, ζ, ζ̄, θ)dθ +R(t+ 2iτ, ζ, ζ̄).

Proof. We use the Hadamard parametrix (Corollary 14.8) for U(t+ 2iτ, ζ, ζ̄)
and use (14.4) to simplify the phase, i.e., we write

Γ(t+ 2iτ, ζ, ζ̄) = (t+ 2iτ − 2i
√
ρ)(t+ 2iτ + 2i

√
ρ)

in the Hadamard parametrix in Corollary 14.8. The factors of (t+ 2iτ + 2i
√
ρ) are

non-zero when τ > 0 and can be absorbed into the Hadamard coefficients. We de-
note the new amplitude by B to distinguish it from the amplitude in Corollary 14.8.
We then express each term as a Fourier integral distribution of complex type with
phase t + 2iτ − 2i

√
ρ. It is manifestly of positive type. On ∂Mτ , t + 2iτ − 2i

√
ρ

simplifies to t. �

14.25. Complexified wave group and Szegő kernels

As in [Z2] it will also be necessary for us to understand the composition
UC(iτ)∗UC(iτ). In this regard, it is useful to introduce the Szegő kernels Πτ of
Mτ , i.e., the orthogonal projections

(14.60) Πτ : L2(∂Mτ , dµτ )→ H2(∂Mτ , dµτ ),

where dµτ is the Liouville volume form. Here, H2(∂Mτ , dµτ ) is the Hardy space of
boundary values of holomorphic functions in Mτ which belong to L2(∂Mτ , dµτ ). It
is simple to prove that the restrictions of {ϕC

λj
} to ∂Mτ is a basis of H2(∂Mτ , dµτ ).

The Szegő projector Πτ is a complex Fourier integral operator with a positive
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complex canonical relation. The real points of its canonical relation form the graph
∆Σ of the identity map on the symplectic cone Στ ⊂ T ∗∂Mτ (14.31). We refer to
[Z5] for further background. We only need the first statement in the following:

Lemma 14.10. Let Ψs(X) denote the class of pseudo-differential operators of
order s on X. Then,

• UC(iτ)∗UC(iτ) ∈ Ψ−
m−1

2 (M) with principal symbol |ξ|−(m−1
2 )

g .

• UC(iτ)◦UC(iτ)∗ = ΠτAτΠτ where Aτ ∈ Ψ
m−1

2 (∂Mτ ) has principal symbol

|σ|
m−1

2
g as a function on Στ .

Proof. This follows from Proposition 14.6. The first statement is a special
case of the following Lemma from [Z2]: Let a ∈ S0(T ∗M − 0). Then for all
0 < τ < τmax(g), we have:

U(iτ)∗ΠτaΠτU(iτ) ∈ Ψ−
m−1

2 (M),

with principal symbol equal to a(x, ξ) |ξ|−(m−1
2 )

g .
The second statement follows from Theorem 14.6 and the composition theorem

for complex Fourier integral operators. We note that

(14.61) UC(iτ) ◦ UC(iτ)∗(ζ, ζ ′) =
∑
j

e−2τλjϕC
λj (ζ)ϕC

λj
(ζ ′).

�

14.26. Growth of complexified eigenfunctions

14.26.1. A Siciak-Zaharjuta extremal function for Grauert tubes. Be-
fore defining the analogues, let us first recall the definitions of relative maximal or
extremal pluri-subharmonic functions satisfying bounds on a pair E ⊂ Ω ⊂ Cm
where Ω is a bounded open set. There are two definitions:

• The pluri-complex Green’s function relative to a subset E ⊂ Ω, defined
[Si] as the upper semi-continuous regularization V ∗E,Ω of

VE,Ω(z) = sup{u(z) : u ∈ PSH(Ω), u|E ≤ 0, u|∂Ω ≤ 1}
• Let ‖f‖E := supz∈E |f(z)| and PN be the space of all complex analytic

polynomials of degree N . The Siciak-Zaharjuta extremal function relative
to E ⊂ Ω is defined by

log ΦE := lim sup
N→∞

log ΦNE ,(14.62)

log ΦNE (ζ) := sup

{
1

N
log |pN (ζ)| : p ∈ PNE

}
,(14.63)

where PNE = {p ∈ PN : ‖p‖E ≤ 1, ‖p‖Ω ≤ eN}.
Siciak proved that log ΦE = VE (see [Si, Theorem 1]). Intuitively, there are enough
polynomials that one can obtain the sup by restricting to polynomials.

There are analogous definitions in the case of unit co-disc bundles in the dual
of a positive holomorphic Hermitian line bundle L → M over a Kähler manifold.
In the case of CPn, one defines

VK(z) = sup{u(z) : u ∈ L, u ≤ 0 on K}
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where L denotes the Lelong class of all global PSH functions u on Cn with u(z) ≤
cu + log (1 + |z|).

We now define an analogue of the Siciak-Zaharjuta extremal function for Grauert
tubes in the special case where E = M , the underlying real manifold. The Rie-
mannian analogue of PN is the space

Hλ =

{
p =

∑
j:λj∈Iλ

ajϕ
C
λj , a1, . . . , aN(λ) ∈ R

}
spanned by the eigenfunctions with ‘degree’ λj ≤ λ. Here, N(λ) = #{j : λj ∈ Iλ}.
As above, we could let Iλ = [0, λ] or Iλ = [λ, λ+ c] for some c > 0. It is simpler to
work with L2 based norms than sup norms, and so we define

SHλM =

{
ψ =

∑
j:λj≤λ

ajϕ
C
λj ,

N(λ)∑
j=1

|aj |2 = 1

}
.

Definition 14.11. The Riemannian Siciak-Zaharjuta extremal function (with
respect to the real locus M) is defined by:

(14.64)


log ΦλM (ζ) = sup{ 1

λ
log |ψ(ζ)| : ψ ∈ SHλM},

log ΦM = lim sup
λ→∞

log ΦλM .

Remark 14.12. One could define the analogous notion for any set E ⊂ Mτ

with
SHλE = {p ∈ Hλ, ‖p‖L2(E) ≤ 1}.

But we only discuss the results for E = M .

One could also define the pluri-complex Green’s function of Mτ as follows:

Definition 14.13. Let (M, g) be a real analytic Riemannian manifold, let Mτ

be an open Grauert tube, and let E ⊂Mτ . The Riemannian pluri-complex Green’s
function with respect to (E,Mτ , g) is defined by

Vg,E,τ (ζ) = sup{u(z) : u ∈ PSH(Mτ ), u|E ≤ 0, u|∂Mτ
≤ τ}.

It is obvious that Vg,M,τ (ζ) ≥ √ρ(ζ) and it is almost standard that Vg,M,τ (ζ) =√
ρ(ζ). See [GZ, Proposition 4.1] or [BT, Corollary 9]. The set M = (

√
ρ)−1(0)

is often called the center. As proved in [LS, Theorem 1.1], there are no smooth
exhaustion functions solving the exact homogeneous complex Monge‘Ampère equa-
tion. Hence u must be singular on its minimum set. In [HW1] it is proved that
the minimum set of strictly PSH function is totally real.

14.26.2. Statement of results. Our first results concern the logarithmic
asymptotics of the complexified spectral projections.

Theorem 14.14 (See also [Z5]). Let Iλ = [0, λ]. Then

(1) log ΦλM (ζ) = 1
λ log ΠC

Iλ
(ζ, ζ̄).

(2) log ΦM = limλ→∞ log ΦλM =
√
ρ.

To prove the Theorem, it is convenient to study the tempered spectral projec-
tion measures (14.26), or in differentiated form (14.22):

(14.65) dλP
τ
[0,λ](ζ, ζ̄) =

∑
j

δ(λ− λj)e−2τλj |ϕC
j (ζ)|2,
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which is a temperate distribution on R for each ζ satisfying
√
ρ(ζ) ≤ τ . When we

set τ =
√
ρ(ζ) we omit the τ and write as in (14.23):

(14.66) dλP[0,λ](ζ, ζ̄) =
∑
j

δ(λ− λj)e−2
√
ρ(ζ)λj |ϕC

j (ζ)|2.

The advantage of the tempered projections is that they have polynomial asymp-
totics and one can use standard Tauberian theorems to analyze their growth.

We prove the following one-term local Weyl law for complexified spectral pro-
jections:

Theorem 14.15. On any compact real analytic Riemannian manifold (M, g)
of dimension n, we have, with remainders uniform in ζ,

(1) For
√
ρ(ζ) ≥ C

λ ,

P[0,λ](ζ, ζ̄) = (2π)−n
(
λ√
ρ

)n−1
2
(

λ

(n− 1)/2 + 1
+O(1)

)
;

(2) For
√
ρ(ζ) ≤ C

λ ,

P[0,λ](ζ, ζ̄) = (2π)−nλn
(
1 +O(λ−1)

)
.

This implies new bounds on pointwise norms on complexified eigenfunctions,
improving those of [GLS]. inequality gives

Corollary 14.16. Suppose (M, g) is real analytic of dimension n, and that
Iλ = [0, λ]. Then

(1) For τ ≥ C
λ and

√
ρ(ζ) = τ , there exists C > 0 so that

Cλ
−n−1

2
j eτλ ≤ sup

ζ∈Mτ

|ϕC
λ(ζ)| ≤ Cλn−1

4 + 1
2 eτλ.

(2) For τ ≤ C
λ , and

√
ρ(ζ) = τ , there exists C > 0 so that

|ϕC
λ(ζ)| ≤ λn−1

2 .

The lower bound of Corollary 14.16 (1) combines Theorem 14.15 with G̊arding’s
inequality. The upper bound sharpens the estimates claimed in [Bo, GLS],

(14.67) sup
ζ∈Mτ

|ϕC
λ(ζ)| ≤ Cτλn+1eτλ.

The improvement is due to using spectral asymptotics rather than a crude Sobolev
inequality.

14.27. Siciak extremal functions: Proof of Theorem 14.14 (1)

In this section we prove Theorem 14.14. First we prove a pointwise local Weyl
law in the complex domain.
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14.27.1. Proof of Theorem 14.14 (2). This follows from Theorem 14.15
together with the following:

Lemma 14.17 ([Z5]). For any τ =
√
ρ(ζ) > 0, and for any δ > 0,

2
√
ρ(ζ)− log |δ|

λ
+O

(
log λ

λ

)
≤ 1

λ
log Π[0,λ](ζ, ζ̄) ≤ 2

√
ρ(ζ) +O(

log λ

λ
),

hence

lim
λ→∞

1

λ
log Π[0,λ](ζ, ζ̄) = 2

√
ρ(ζ).

Proof. For the upper bound, we use
(14.68)

Π[0,λ](ζ, ζ̄) ≤ e2λ
√
ρ(ζ)

∑
j:λj∈[0,λ]

e−2
√
ρ(ζ)λj |ϕC

λj (ζ)|2 = e2λ
√
ρ(ζ) P]0,λ](ζ, ζ̄).

We then take 1
λ log of both sides and apply Theorem 14.15 to conclude the proof.

The lower bound is subtler for reasons having to do with the distribution of
eigenvalues (see the Remark below). It is most natural to prove two-term Weyl
asymptotics for P[0,λ](ζ, ζ̄) and to deduce Weyl asymptotics for short spectral in-
tervals [λ, λ+ 1]. But that requires an analysis of the singularity of the trace of the
complexified wave group for longer times than a short interval around t = 0 and
we postpone the more refined analysis until [Z9].

Instead we use the longer intervals [(1−δ)λ, λ] for some δ > 0. We clearly have

(14.69) e2(1−δ)λ
√
ρ(ζ)

∑
j:λj∈[(1−δ)λ,λ]

e−2
√
ρ(ζ)λj |ϕC

λj (ζ)|2 ≤ Π[0,λ](ζ, ζ̄).

By Theorem 14.15,∑
j:λj∈[(1−δ)λ,λ]

e−2
√
ρ(ζ)λj |ϕC

λj (ζ)|2 = P[0,λ](ζ, ζ̄)− P[0,(1−δ)λ](ζ, ζ̄)(14.70)

= Cn(τ)[1− (1− δ)n]λ
n+1

2 +O(λ
n−1

2 )(14.71)

Taking 1
λ log then gives

1

λ
log Π[0,λ](ζ, ζ̄) ≥ 2(1− δ)√ρ(ζ)− | log δ|

λ
+O(

log λ

λ
).

It follows that for all δ > 0,

lim inf
λ→∞

1

λ
log Π[0,λ](ζ, ζ̄) ≥ 2(1− δ)√ρ(ζ).

The conclusion of the Lemma follows from the fact that the left side is independent
of δ. �

Remark 14.18. The problematic issue in the lower bound is the width of Iλ.
If (M, g) is a Zoll manifold, the eigenvalues of

√
∆ form clusters of width O(λ−1)

around an arithmetic progression {k + β
4 } for a certain Morse index β. Unless the

intervals Iλ are carefully centered around this progression, PIλ could be zero. Hence
we must use long spectral intervals if we do not analyze the long time behavior of
the geodesic flow; for short ones no general lower bound exists.
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14.27.2. Proof of Theorem 14.14 (1). We need to show that

ΠC
Iλ

(ζ, ζ̄) = sup

{
|ϕ(ζ)|2 : ϕ =

∑
j:λj∈I

ajϕ
C
λj , ‖a‖ = 1

}
.

We define the ‘coherent state’

Φzλ(w) =
ΠC
Iλ

(w, z̄)√
ΠC
Iλ

(z, z̄)
,

satisfying

Φzλ(w) =
∑
j:Iλ

ajϕ
C
j (w), aj =

ϕC
j (ζ)√

ΠC
Iλ

(z, z̄)
,
∑
j

|aj |2 = 1.

ence, ΦζIλ is a competitor for the sup and since |ΦζIλ(ζ)|2 = ΠIλ(ζ, ζ̄) one has

ΠC
Iλ

(ζ, ζ̄) ≤ sup

{
|ψ(ζ)|2 : ψ =

∑
j:λj∈I

ajϕ
C
j , ‖a‖ = 1

}
.

By the Schwartz inequality for `2, for any ψ =
∑
j:λj∈I ajϕ

C
j one has∣∣∣∣∣∣

∑
j:λj∈I

ajϕ
C
j

∣∣∣∣∣∣
2

= |〈a, ψ〉|2 ≤ ‖a‖2
∑
|ϕC
j |2 = ΠIλ(ζ, ζ̄)

and one has

ΠC
I (ζ, ζ̄) ≥ sup

{
|ψ(ζ)|2 : ψ =

∑
j:λj∈I

ajϕ
C
j , ‖a‖ = 1

}
.

�

Remark 14.19. Since N(Iλ) ∼ λm−1,

1

λ
log ΠIλ(ζ, ζ̄) =

1

λ
log

( ∑
j:λj∈Iλ

|ϕC
λj (ζ)|2

)
(14.72)

= max
j:λj∈Iλ

{
1

λ
log |ϕC

λj (ζ)|2
}

+O(
log λ

λ
).(14.73)

Recall that a sequence of eigenfunctions is quantum ergodic if 〈Aϕj , ϕj〉 →
1

µ(S∗gM)

∫
S∗gM

σA dµ. The complexified eigenfunctions then satisfy 1
λj

log |ϕj(ζ)| →
√
ρ(ζ). It follows that ergodic eigenfunctions are asymptotically maximal, i.e., have

the same logarithmic asymptotics as ΦλM .

14.28. Pointwise phase space Weyl laws on Grauert tubes

14.28.1. Two term pointwise Weyl laws in Grauert tubes. The asymp-
totics of the complexified spectral projection kernels (14.26) are complex analogues
of those of the diagonal spectral projections in the real domain and reflect the
structure of complex geodesics from ζ to ζ̄. As in the real domain, one can obtain
more refined asymptotics of P[λ,λ+1](ζ, ζ̄) by using the structure of geodesic seg-

ments from ζ to ζ̄. This is the subject of the work in progress [Z9]. For the sake of
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completeness, we state the results here: There exists an explicit complex oscillatory
factor Qζ(λ) depending on the geodesic arc from ζ to ζ̄ such that

(1) For
√
ρ(ζ) ≥ C

λ ,

P τ[0,λ](ζ, ζ̄) = (2π)−nλ

(
λ√
ρ

)n−1
2 (

1 +Qζ(λ)λ−1 + o(λ−1)
)

;

(2) For
√
ρ(ζ) ≤ C

λ ,

P τ[0,λ](ζ, ζ̄) = (2π)−n λn +Qζ(λ)λn−1 + o(λn−1),

In this section, we prove Theorem 14.15 (1). To prove the local Weyl law we

employ parametrices for the Poisson wave kernel adapted to ei(t+iτ)
√

∆ for τ > 0
which are best adapted to the complex geometry.

Proof. As in the real domain, we obtain asymptotics of P τ[0,λ](ζ, ζ̄) by the

Fourier-Tauberian method of relating their asymptotics to the singularities in the
real time t of the Fourier transform (14.27). We refer to [SV] for background on
Tauberian theorems. We follow the classical argument of [DuG, Proposition 2.1],
, to obtain the local Weyl law with remainder one degree below the main term.

The proof is based on the oscillatory integral representation of Proposition 14.9.
We are working in the case where

√
ρ(ζ) = τ and hence can simplify it to (14.59).

We then introduce a cutoff function ψ ∈ S(R) with ψ̂ ∈ C∞0 supported in
sufficiently small neighborhood of 0 so that no other singularities of UC(t+2iτ, ζ, ζ̄)

lie in its support. We also assume ψ̂ ≡ 1 in a smaller neighborhood of 0. We then
change variables θ → λθ and apply the complex stationary phase to the integral

(14.74)

∫
R
ψ̂(t)e−iλtUC(t+ 2iτ, ζ, ζ̄) dt

=

∫
R

∫ ∞
0

ψ̂(t)e−iλteiθt
(
B(t, ζ, ζ̄, θ) dθ +R(t+ 2iτ, ζ, ζ̄))

)
dt.

The second R term can be dropped since it is of order λ−M for allM > 0. In the first
we change variables θ → λθ to obtain a semi-classical Fourier integral distribution
of real type with phase eiλt(θ−1). The critical set consists of θ = 1, t = 0. The
phase is clearly non-degenerate with Hessian determinant one and inverse Hessian
operator D2

θ,t. Taking into account the factor of λ−1 from the change of variables,
the stationary phase expansion gives

(14.75)
∑
j

ψ(λ− λj)e−2τλj |ϕC
j (ζ)|2 ∼

∞∑
k=0

λ
n−1

2 −kωk(τ ; ζ)

where the coefficients ωk(τ, ]ζ) are smooth for ζ ∈ ∂Mτ . However the coefficients
are not uniform as τ → 0+ due to the factors of (t + 2iτ + 2i

√
ρ(ζ)) which were

left in the denominators of the modified Hadamard parametrix. Since t = 0 at the
stationary phase point, the resulting expansion is equivalent to one with the large
parameter τλ (or

√
ρ(ζ)λ). The uniform expansion is then

(14.76)
∑
j

ψ(λ− λj)e−2τλj |ϕC
j (ζ)|2 ∼

∞∑
k=0

(
λ

τ

)n−1
2 −k

ωk(ζ, ζ̄),
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where ωj are smooth in ζ, and ω0 = 1. The remainder has the same form.
To complete the proof, we apply the Fourier Tauberian theorem. Let N ∈ F+

and let ψ ∈ S(R) satisfy the conditions: ψ is even, ψ(λ) > 0 for all λ ∈ R, ψ̂ ∈ C∞0 ,

and ψ̂(0) = 1. Then,

ψ ∗ dN(λ) ≤ Aλν =⇒ |N(λ)−N ∗ ψ(λ)| ≤ CAλν ,

where C is independent of A, λ. We apply it twice, first in the region
√
ρ(ζ) ≥ Cλ−1

and second in the complementary region.
In the first region, we let Nτ,ζ(λ) = Pτ,λ(ζ, ζ̄). It is clear that for

√
ρ = τ ,

Nτ,ζ(λ) is a monotone non-decreasing function of λ of polynomial growth which

vanishes for λ ≤ 0. For ψ ∈ S positive, even and with ψ̂ ∈ C∞0 (R) and ψ̂(0) = 1,
we have by (14.76) that

(14.77) ψ ∗ dNτ,ζ(λ) ≤ C
(
λ

τ

)n−1
2

,

where C is independent of ζ, λ. It follows by the Fourier Tauberian theorem that

Nτ,ζ(λ) = Nτ,ζ(λ) ∗ ψ(λ) +O

(
λ

τ

)n−1
2

.

Further, by integrating (14.76) from 0 to λ we have

Nτ,ζ(λ) ∗ ψ(λ) =

(
λ

τ

)n−1
2
(

λ
n−1

2 + 1
+O(1)

)
,

proving (1).
To obtain uniform asymptotics in τ down to τ = 0, we use instead the analytic

continuation of the Hörmander parametrix (14.19). We choose local coordinates
near x and write exp−1

x (y) = Ψ(x, y) in these local coordinates for y near x, and
write the integral T ∗yM as an integral over Rm in these coordinates. The holomor-
phic extension of the parametrix to the Grauert tube |ζ| < τ at time t + 2iτ has
the form (14.20)–(14.59), i.e.,

(14.78) UC(t+ 2iτ, ζ, ζ̄) =

∫
Rn
e(it−2τ)|ξ|gy ei〈ξ,Ψ(ζ,ζ̄)〉A(t, ζ, ζ̄, ξ) dξ.

Again, we use a cutoff function ψ ∈ S(R) with ψ̂ ∈ C∞0 supported in sufficiently
small neighborhood of 0 so that no other singularities of E(t + 2iτ, ζ, ζ̄) lie in its

support and so that ψ̂ ≡ 1 in a smaller neighborhood of 0. We write the integral
in polar coordinates and obtain

(14.79)

∫
R
ψ̂(t)e−iλtUC(t+ 2iτ, ζ, ζ̄) dt

= λm
∫ ∞

0

∫
R
ψ̂(t)e−iλt

∫
Sn−1

e(it−2τ)λreirλ〈ω,Ψ(ζ,ζ̄)〉A(t, ζ, ζ̄, λrω)rn−1 drdω.

We then apply complex stationary phase to the drdt integral, regarding∫
Sn−1

eirλ〈ω,Ψ(ζ,ζ̄)〉A(t, ζ, ζ̄, λrω)rm−1 dω
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as the amplitude. When
√
ρ(ζ) ≤ C

λ the exponent is bounded in λ and the integral
defines a symbol. Applying stationary phase again to the dtdθ integral now gives

(14.80)
∑
j

ψ(λ− λj)e−2τλj |ϕC
j (ζ)|2 ∼

∞∑
k=0

λn−1−kωk(ζ, ζ̄),

where ωk(ζ, ζ̄) is smooth down to the zero section.
We apply the Fourier Tauberian theorem again, but this time with the estimates

ψ ∗ dNτ,ζ(λ) ≤ Cλn−1,

where C is independent of ζ. We conclude that

Nτ,ζ(λ) = Cλn +O(λn−1),

proving (2). �

Corollary 14.20. For all ζ ∈MC, and with τ =
√
ρ(ζ),

cλ
n+1

2 ≤ P τ[0,λ](ζ, ζ̄) ≤ Cλn.

14.29. Proof of Corollary 14.16

For the upper bound, we use that

sup
ζ∈∂Mτ

|ϕC
λ(ζ)|2 ≤ sup

ζ∈∂Mτ

|ΠIλ(ζ, ζ)| ≤ sup
ζ∈∂Mτ

eλ
√
ρ(ζ)|PIλ(ζ)|.

The upper bound stated in Corollary 14.16 then follows from Corollary 14.20 to
Theorem 14.15.

For the lower bound in (2) of Corollary 14.16, we use that

‖ϕC
j ‖L2(∂Mτ ) = e2τj 〈U(iτ)∗U(iτ)ϕj , ϕj〉L2(M).

By Lemma 14.10, the operator U(iτ)∗U(iτ) is an elliptic pseudodifferential operator
of order µ = −n−1

2 (or so). Let C > 0 be a lower bound for its symbol times 〈ξ〉µ.
Then by G̊arding’s inequality,

〈U(iτ)∗U(iτ)ϕj , ϕj〉L2(M) ≥ Cλ−µj ,

and so

(14.81) ‖ϕC
j ‖L2(∂Mτ ) ≥ Cλ−µj e2τλj .

�

14.30. Complex nodal sets and sequences of logarithms

We regard the zero set [Zf ] as a current of integration, i.e., as a linear functional
on (m− 1,m− 1) forms ψ

〈[Zϕj ], ψ〉 =

∫
Zϕj

ψ.

Recall that a current is a linear functional (distribution) on smooth forms. We refer
to [GH] for background. On a complex manifold one has (p, q) forms with p dzj
and q dz̄k’s. In (14.121) we use the Kähler hypersurface volume form ωm−1

g (where

ωg = i∂∂̄ρ) to make Zϕj into a measure:

〈[Zϕj ], f〉 =

∫
Zϕj

fωm−1
g , f ∈ C(M).
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14.30.1. Poincaré-Lelong formula. One of the two key reasons for the gain
in simplicity is that there exists a simple analytical formula for the delta-function
on the nodal set. The Poincaré-Lelong formula gives an exact formula for the
delta-function on the zero set of ϕj

(14.82)
i

2π
∂∂̄ log |ϕC

j (z)|2 = [NϕC
j
].

Thus, if ψ is an (n− 1, n− 1) form, then∫
N
ϕC
j

ψ =
1

2π

∫
Mε

ψ ∧ i∂∂̄ log |ϕC
j (z)|2.

14.30.2. Sequences of PSH functions and a weak* limit problem. We
next consider logarithms of Husimi functions, which are PSH functions on Mε. A
function f on a domain in a complex manifold is PSH if i∂∂̄f is a positive (1,1)
current. That is, i∂∂̄f is a singular form of type

∑
ij̄ aij̄dz

i∧dz̄k with (ajk̄) positive

definite Hermitian. If f is a local holomorphic function, then log |f(z)| is PSH and
i∂∂̄ log |f(z)| = [Zf ]. General references are [GH, HoC].

A sequence of (1, 1) currents Ek converges weak* to a current E if 〈Ek, ψ〉 →
〈E,ψ〉 for all smooth (m− 1,m− 1) forms. Thus, for all f

[Zϕj ]→ i∂∂̄
√
ρ ⇐⇒

∫
Zϕj

fωm−1 → i

∫
Mε

f∂∂̄
√
ρ ∧ ωm−1,m−1.

14.30.3. Pluri-subharmonic functions and compactness. In the real do-
main, we have emphasized the problem of finding quantum limits (or microlocal
defect measures). The same problem exists in the complex domain for the sequence
of Husimi functions (14.2). However, there also exists a new problem involving the
sequence of normalized logarithms

(14.83) {uj :=
1

λj
log |ϕC

j (z)|2}∞j=1.

A key fact is that this sequence is pre-compact in Lp(Mε) for all p < ∞ and even
that

(14.84)

{
1

λj
∇ log |ϕC

j (z)|2
}∞
j=1

.

is pre-compact in L1(Mε).

Lemma 14.21 (Hartog’s Lemma; see Theorem 4.1.9 of [HoI]). Let {vj} be a
sequence of subharmonic functions in an open set X ⊂ Rm which have a uniform
upper bound on any compact set. Then either vj → −∞ uniformly on every compact
set, or else there exists a subsequence vjk which is convergent to some u ∈ L1

loc(X).
Further, lim supn un(x) ≤ u(x) with equality almost everywhere. For every compact
subset K ⊂ X and every continuous function f ,

lim sup
n→∞

sup
K

(un − f) ≤ sup
K

(u− f).

In particular, if f ≥ u and ε > 0, then un ≤ f + ε on K for n large enough.
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14.30.4. A general weak* limit problem for logarithms of Husimi
functions. The study of exponential growth rates gives rise to a new kind new
weak* limit problem for complexified eigenfunctions.

Problem 14.22. Find the weak* (in fact, L1) limits G on Mε of sequences

1

λjk
log |ϕC

jk
(z)|2 → G.

See Theorem 14.44, 14.45 and 14.47 for the solution to this problem (modulo
sparse subsequences) in the ergodic case.

Here is a general Heuristic principle to pin down the possibleG: If 1
λjk

log |ϕC
jk

(z)|2 →
G(z) then

|ϕC
jk

(z)|2 ' eλjkG(z)(1 + o(1)) λj →∞.
But ∆C|ϕC

jk
(z)|2 = λ2

jk
|ϕC
jk

(z)|2, so we should have

Conjecture 14.23. Any limit G as above solves the Hamilton-Jacobi equation
(∇CG)2 = 1.

Remark 14.24. The weak* limits of
‖ϕC

j (z)‖2
‖ϕC

j‖L2(∂Mε)
dµε must be supported in {G =

Gmax} (i.e., in the set of maximum values).

14.31. Real zeros and complex analysis

A natural but rather intractable problem to obtain the distribution of real zeros
from knowledge of the complex nodal distribution. There exist few if any general
results on this problem. In the next section we explain how to get upper bounds
on real zeros using complex zeros.

It is possible to obtain results on complex zeros which are within λ−1 of the
real domain by rescaling the nodal set by a factor of λ−1 in Mτ . But we cannot
distinguish such ‘almost real zeros’ from real zeros.

It would be interesting to understand (at least in real dimension 2) how the
complex nodal set ‘sprouts’ from the real nodal set. How do the connected compo-
nents of the real nodal set fit together in the complex nodal set?

14.31.1. Proof of the Donnelly-Fefferman upper bound. To prove The-
orem 14.1, we use Crofton’s formula and a multi-dimensional Jensen’s formula to
give an upper bound for Hn−2(Nλ) in terms of the integral geometry of NC

λ . The
integral geometric approach to the upper bound is inspired by the classic paper
of Donnelly-Fefferman [DuG] (see also [Lin]). But, instead of doubling estimates
or frequency function estimates, we use the Poisson wave kernel to obtain growth
estimates on eigenfunctions, and then use results on pluri-subharmonic functions
rather than functions of one complex variable to relate growth of zeros to growth of
eigenfunctions. This approach was used in [Z2] to prove equidistribution theorems
for complex nodal sets when the geodesic flow is ergodic. The Poisson wave kernel
approach works for Steklov eigenfunctions as well as Laplace eigenfunctions, and in
fact for eigenfunctions of any positive elliptic analytic pseudo-differential operator.

We first use the Poisson wave group (14.28) to analytically continue eigenfunc-
tions in the form (14.16),

(14.85) UC(iτ)ψj(ζ) = e−τλjψC
j (ζ).
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We then use (14.85) to determine the growth properties of ψC
j (ζ) in Grauert tubes

of the complexification of ∂Ω. The relevant notion of Grauert tube is the standard
Grauert tube for ∂Ω with the metric g∂Ω induced by the ambient metric g on M .
This is because the principal symbol of Λ is the same as the principal symbol of√

∆∂Ω.

14.31.2. Proof of Theorem 14.1. We start with the integral geometric ap-
proach of [DF, Lemma 6.3] (see also [Lin, (3.21)]). There exists a “Crofton for-
mula” in the real domain which bounds the local nodal hypersurface volume above:

(14.86) Hm−1(Nϕλ ∩ U) ≤ CL
∫
L

#{Nϕλ ∩ `}dµ(`).

Thus, Hm−1(Nϕλ∩U) is bounded above by a constant CL times the average over all
line segments of length L in a local coordinate patch U of the number of intersection
points of the line with the nodal hypersurface. The measure dµL is known as the
‘kinematic measure’ in the Euclidean setting [F1, Chapter 3]; see also of [AP1,
Theorem 5.5]. We will be using geodesic segments of fixed length L rather than
line segments, and parametrize them by S∗M × [0, L], i.e., by their initial data and
time. Then dµ` is essentially Liouville measure dµL on S∗M times dt.

The complexification of a real line ` = x+ Rv with x, v ∈ Rm is `C = x+ Cv.
Since the number of intersection points (or zeros) only increases if we count complex
intersections, we have

(14.87)

∫
L

#(Nϕλ ∩ `) dµ(`) ≤
∫
L

#(NC
ϕλ
∩ `C) dµ(`).

Note that this complexification is quite different from using intersections with all
complex lines to measure complex nodal volumes. If we did that, we would obtain
a similar upper bound on the complex hypersurface volume of the complex nodal
set. But it would not give an upper bound on the real nodal volume and indeed
would the complex volume tends to zero as one shrinks the Grauert tube radius to
zero, while (14.87) stays bounded below.

Hence to prove Theorem 14.1 it suffices to show

Lemma 14.25. We have,

Hm−1(Nϕλ) ≤ CL
∫
L

#(Nϕλ)C ∩ `C) dµ(`) ≤ Cλ.

We now sketch the proofs of these results using a somewhat novel approach to
the integral geometry and complex analysis.

14.32. Background on hypersurfaces and geodesics

The proof of the Crofton formula given below in Lemma 14.29 involves the
geometry of geodesics and hypersurfaces. To prepare for it we provide the relevant
background.

As above, we denote by dµL the Liouville measure on S∗M . We also denote
by ω the standard symplectic form on T ∗M and by α the canonical one form.
Then dµL = ωn−1 ∧ α on S∗M . Indeed, dµL is characterized by the formula
dµL ∧ dH = ωm, where H(x, ξ) = |ξ|g. So it suffices to verify that α ∧ dH = ω
on S∗M . We take the interior product ιΞH with the Hamilton vector field ΞH on
both sides, and the identity follows from the fact that α(ΞH) =

∑
j ξj

∂H
∂ξj

= H = 1
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on S∗M , since H is homogeneous of degree one. Henceforth we denote by Ξ = ΞH
the generator of the geodesic flow.

Let N ⊂ M be a smooth hypersurface in a Riemannian manifold (M, g). We
denote by T ∗NM the of covectors with footpoint on N and S∗NM the unit covectors
along N . We introduce Fermi normal coordinates (s, yn) along N , where s are
coordinates on N and yn is the normal coordinate, so that ym = 0 is a local defining
function for N . We also let σ, ξm be the dual symplectic Darboux coordinates. Thus
the canonical symplectic form is ωT∗M = ds ∧ dσ + dym ∧ dξm. Let π : T ∗M →M
be the natural projection. For notational simplicity we denote π∗ym by ym as
functions on T ∗M . Then ym is a defining function of T ∗NM .

The hypersurface S∗NM ⊂ S∗M is a kind of Poincaré section or symplectic
transversal to the orbits of Gt, i.e. is a symplectic transversal away from the (at
most codimension one) set of (y, η) ∈ S∗NM for which Ξy,η ∈ Ty,ηS∗NM , where as
above Ξ is the generator of the geodesic flow. More precisely,

Lemma 14.26. The restriction ω|S∗NM is symplectic on S∗NM\S∗N .

Indeed, ω|S∗NM is symplectic on Ty,ηS
∗N as long as Ty,ηS

∗
NM is transverse

to Ξy,η, since ker(ω|S∗M ) = RΞ. But S∗N is the set of points of S∗NM where
Ξ ∈ TS∗NM , i.e. where S∗NM fails to be transverse to Gt. Indeed, transversality
fails when Ξ(ym) = dym(Ξ) = 0, and ker dym∩ker dH = TS∗NM . One may also see
it in Riemannian terms as follows: the generator Ξy,η is the horizontal lift ηh of η to
(y, η) with respect to the Riemannian connection on S∗M , where we freely identify
covectors and vectors by the metric. Lack of transversality occurs when ηh is
tangent to T(y,η)(S

∗
NM). The latter is the kernel of dyn. But dym(ηh) = dym(η) = 0

if and only if η ∈ TN .
It follows from Lemma 14.26 that the symplectic volume form of S∗NM\S∗N

is ωn−1|S∗NM . The following Lemma gives a useful alternative formula:

Lemma 14.27. Define

dµL,N = ιΞdµL |S∗NM ,

where as above, dµL is Liouville measure on S∗M . Then

dµL,N = ωm−1|S∗NM .

Indeed, dµL = ωm−1 ∧ α, and ιΞdµL = ωm−1.

Corollary 14.28. Hm−1(N) = 1
βm

∫
S∗NM

|ωm−1|.

14.32.1. Hausdorff measure and Crofton formula for real geodesic
arcs. First we sketch a proof of the integral geometry estimate using geodesic arcs
rather than local coordinate line segments. For background on integral geometry
and Crofton type formulae we refer to [AP1, AP2]. As explained there, a Crofton
formula arises from a double fibration

I

Γ B

π1 π2
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where Γ parametrizes a family of submanifolds Bγ of B. The points b ∈ B then
parametrize a family of submanifolds Γb = {γ ∈ Γ : b ∈ Bγ} and the top space is
the incidence relation in B × Γ that b ∈ Bγ .

We would like to define Γ as the space of geodesics of (M, g), i.e. the space
of orbits of the geodesic flow on S∗M . Heuristically, the space of geodesics is the
quotient space S∗M/R where R acts by the geodesic flow Gt (i.e. the Hamiltonian
flow of H). Of course, for a general (i.e., non-Zoll) (M, g) the ‘space of geodesics’
is not a Hausdorff space and so we do not have a simple analogue of the space of
lines in Rn. Instead we consider the space GT of geodesic arcs of length T . If we
only use partial orbits of length T , no two partial orbits are equivalent and the
space of geodesic arcs γTx,ξ of length T is simply parametrized by S∗M . Hence we
let B = S∗M and also GT ' S∗M . The fact that different arcs of length T of the
same geodesic are distinguished leads to some redundancy.

In the following, let L1 denote the length of the shortest closed geodesic of
(M, g).

Proposition 14.29. Let N ⊂ M be any smooth hypersurface1, and let S∗NM
denote the unit covers to M with footpoint on N . Then for 0 < T < L1,

Hm−1(N) =
1

βmT

∫
S∗M

#{t ∈ [−T, T ] : Gt(x, ω) ∈ S∗NM} dµL(x, ω),

where βm is 2(m− 1)! times the volume of the unit ball in Rm−2.

Proof. By Corollary 14.28, the Hausdorff measure of N is given by

(14.88) Hm−1(N) =
1

βm

∫
S∗NM

|ωm−1|.

We use the Lagrange (or more accurately, Legendre) immersion

ι : S∗M × R→ S∗M × S∗M, ι(x, ω, t) = (x, ω,Gt(x, ω)).

We also let π : T ∗M → M be the standard projection. We restrict ι to S∗M ×
[−T, T ] and define the incidence relation

IT = {((y, η), (x, ω), t) ⊂ S∗M × S∗M × [−T, T ] : (y, η) = Gt(x, ω)},
which is isomorphic to [−T, T ]× S∗M under ι. We form the diagram

IT ≃ S∗M × [−T, T ]

S∗M ≃ GT S∗M

π1 π2

using the two natural projections, which in the local parametrization take the form

π1(t, x, ξ) = Gt(x, ξ), π2(t, x, ξ) = (x, ξ).

As noted above, the bottom left S∗M should be thought of as the space of geodesic
arcs. The fiber

π−1
1 (y, η) = {(t, x, ξ) ∈ [−T, T ]× S∗M : Gt(x, ξ) = (y, η)} ' γT(y,η)

1The same formula is true if N has a singular set Σ with Hm−2(Σ) <∞
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may be identified with the geodesic segment through (y, η) and the fiber π−1
2 (x, ω) '

[−T, T ].
We ‘restrict’ the diagram above to S∗NM :

IT ≃ S∗
NM × [−T, T ]

(S∗
NM)T S∗

NM

π1 π2

where
(S∗NM)T = π1π

−1
2 (S∗NM) =

⋃
|t|<T

Gt(S∗NM).

We define the Crofton density ϕT on S∗NM corresponding to the diagram
(14.32.1) [AP1, §4] by

(14.89) ϕT = (π2)∗π
∗
1 dµL.

Since the fibers of π2 are 1-dimensional, ϕT is a differential form of dimension
2 dimM − 2 on S∗M . To make it smoother, we can introduce a smooth cutoff χ to
(−1, 1), equal to 1 on (− 1

2 ,
1
2 ), and use χT (t) = χ( tT ). Then π∗1(dµL ⊗ χT dt) is a

smooth density on IT .

Lemma 14.30. The Crofton density (14.89) is given by ϕT = TdµL,N .

Proof. In (14.32.1) we defined the map π1 : (y, η, t) ∈ S∗NM × [−T, T ] →
Gt(y, η) ∈ (S∗M)ε. We first claim that π∗1dµL = dµL,N ⊗ dt. This is essentially the

same as Lemma 14.27. Indeed, dπ1( ∂∂t ) = Ξ, hence ι ∂
∂t
π∗1dµL|(t,y,η) = (Gt)∗ωm−1 =

ωm−1|Ty,ηS∗NM .
Combining Lemma 14.30 with (14.88) gives

(14.90)

∫
S∗NM

ϕT =

∫
π−1

2 (S∗NM)

dµL = TβmHm−1(N).

�

We then relate the integral on the left side to numbers of intersections of geo-
desic arcs with N . The relation is given by the co-area formula: if f : X → Y is a
smooth map of manifolds of the same dimension and if Φ is a smooth density on
Y , and if #{f−1(y)} <∞ for every regular value y, then∫

X

f∗Φ =

∫
Y

#{f−1(y)} Φ.

If we set set X = π−1
2 (S∗NM), Y = S∗M, and f = π1|π−1

2 (S∗NM) then the co-area

formula gives,

(14.91)

∫
π−1

2 (S∗NM)

π∗1dµL =

∫
S∗M

#{t ∈ [−T, T ] : Gt(x, ω) ∈ S∗NM}dµL(x, ω).

Combining (14.90) and (14.91) gives the result stated in Proposition 14.29

(14.92) TβmHm−1(N) =

∫
S∗M

#{t ∈ [−T, T ] : Gt(x, ω) ∈ S∗NM} dµL(x, ω).

�
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14.32.2. Proof of Lemma 14.25. The next step is to complexify.

Proof. We complexify the Lagrange immersion ι from a line (segment) to a
strip in C: Define

F : Sε × S∗M →MC, F (t+ iτ, x, v) = expx(t+ iτ)v, (|τ | ≤ ε)
By definition of the Grauert tube, ψ is surjective onto Mε. For each (x, v) ∈ S∗M ,

Fx,v(t+ iτ) = expx(t+ iτ)v

is a holomorphic strip. Here, Sε = {t + iτ ∈ C : |τ | ≤ ε}. We also denote by
Sε,L = {t+ iτ ∈ C : |τ | ≤ ε, |t| ≤ L}.

Since Fx,v is a holomorphic strip,

F ∗x,v

(
1

λ
ddc log |ψC

j |2
)

=
1

λ
ddct+iτ log |ψC

j |2(expx(t+ iτ)v)

(14.93)

=
1

λ

∑
t+iτ :ψC

j (expx(t+iτ)v)=0

δt+iτ .(14.94)

Put
(14.95)

AL,ε
(

1

λ
ddc log |ψC

j |2
)

=
1

λ

∫
S∗M

∫
Sε,L

ddct+iτ log |ψC
j |2(expx(t+ iτ)v) dµL(x, v).

A key observation of [DF, Lin] is that

(14.96) #{NC
λ ∩ Fx,v(Sε,L)} ≥ #{NR

λ ∩ Fx,v(S0,L)},
since every real zero is a complex zero. It follows then from Proposition 14.29 (with
N = Nλ) that

AL,ε
(

1

λ
ddc log |ψC

j |2
)

=
1

λ

∫
S∗M

#{NC
λ ∩ Fx,v(Sε,L)} dµ(x, v) ≥ 1

λ
Hm−1(Nψλ).

Hence to obtain an upper bound on 1
λHm−1(Nψλ) it suffices to prove that there

exists M <∞ so that

(14.97) AL,ε(
1

λ
ddc log |ψC

j |2) ≤M.

To prove (14.97), we observe that since ddct+iτ log |ψC
j |2(expx(t + iτ)v) is a

positive (1, 1) form on the strip, the integral over Sε is only increased if we integrate
against a positive smooth test function χε ∈ C∞c (C) which equals one on Sε,L and
vanishes off S2ε,L. Integrating by parts the ddc onto χε, we have

AL,ε
(

1

λ
ddc log |ψC

j |2
)
≤ 1

λ

∫
S∗M

∫
C
ddct+iτ log |ψC

j |2(expx(t+ iτ)v)(14.98)

× χε(t+ iτ) dµL(x, v)(14.99)

=
1

λ

∫
S∗M

∫
C

log |ψC
j |2(expx(t+ iτ)v)(14.100)

× ddct+iτχε(t+ iτ) dµL(x, v).(14.101)
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Now write log |x| = log+ |x| − log− |x|. Here log+ |x| = max{0, log |x|} and
log| x| = max{0,− log |x|}. Then we need upper bounds for

1

λ

∫
S∗M

∫
C

log± |ψC
j |2(expx(t+ iτ)v)ddct+iτχε(t+ iτ) dµL(x, v).

For log+ the upper bound is an immediate consequence of Proposition 14.7. For
log− the bound is subtler: we need to show that |ϕλ(z)| cannot be too small on too

large a set. As we know from Gaussian beams, it is possible that |ϕλ(x)| ≤ Ce−δλ
on sets of almost full measure in the real domain; we need to show that nothing
worse can happen.

The map (14.7) is a diffeomorphism and since B∗εM =
⋃

0≤τ≤ε S
∗
τM we also

have that

E : Sε,L × S∗M →Mτ , E(t+ iτ, x, v) = expx(t+ iτ)v

is a diffeomorphism for each fixed t. Hence by letting t vary, E is a smooth fibration
with fibers given by geodesic arcs. Over a point ζ ∈ Mτ the fiber of the map is a
geodesic arc

{(t+ iτ, x, v) : expx(t+ iτ)v = ζ, τ =
√
ρ(ζ)}.

Pushing forward the measure ddct+iτχε(t + iτ)dµL(x, v) under E gives a positive
measure dµ on Mτ . We claim that

(14.102) µ := E∗ dd
c
t+iτχε(t+ iτ)dµL(x, v) =

(∫
γx,v

∆t+iτχε ds

)
dVω,

where dVω is the Kähler volume form ωm

m! .

In fact, dµL is equivalent under E to the contact volume form α∧ωm−1
ρ where

α = dc
√
ρ. Hence the claim amounts to saying that the Kähler volume form is

dτ times the contact volume form. In particular it is a smooth (and of course
signed) multiple J of the Kähler volume form dVω, and we do not need to know
the coefficient function J beyond that it is bounded above and below by constants
independent of λ. We then have
(14.103)∫

S∗M

∫
C

log |ψC
j |2(expx(t+ iτ)v)ddct+iτχε(t+ iτ) dµL(x, v) =

∫
Mτ

log |ψC
j |2 JdV.

To complete the proof of (14.97) it suffices to prove that the right side is ≥ −Cλ
for some C > 0.

We use the well-known Lemma 14.21. This Lemma implies the desired lower
bound on (14.103): there exists C > 0 so that

(14.104)
1

λ

∫
Mτ

log |ψλ| JdV ≥ −C.

For if not, there exists a subsequence of eigenvalues λjk so that 1
λjk

∫
Mτ

log |ψλjk |JdV →
−∞. By Proposition 14.7, { 1

λjk
log |ψλjk |} has a uniform upper bound. Moreover

the sequence does not tend uniformly to −∞ since ‖ψλ‖L2(M) = 1. It follows that

a further subsequence tends in L1 to a limit u and by the dominated convergence
theorem the limit of (14.104) along the sequence equals

∫
Mτ

uJdV 6= −∞. This

contradiction concludes the proof of (14.104), hence (14.97), and thus the theo-
rem. �
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14.33. Proof of the Donnelly-Fefferman lower bound (A. Brudnyi)

The proof of the lower bound on nodal volumes in [DF] involves complex
analytic arguments but is not purely complex analytic. The role of complex analysis
is subtler than in the upper bound because there is no general lower bound in
algebraic geometry, i.e. no reason why a polynomial should have real zeros. The
fact that eigenfunctions have many real zeros is due to the fundamental existence
theorem that the real nodal set is 1

λ dense in the real manifold M . This existence
theorem does not use analytic extensions. But from the existence theorem one may
employ complex analytic arguments to obtain lower bounds. The purpose of this
section is to give A. Brudnyi’s proof of the lower bound, which starts from some
theorems in [DF] but brings out the complex analytic component in a simpler way.
It is published here for the first time as a response to the author’s question whether
the Donnelly-Fefferman lower bound could be based on a higher dimensional Cartan
Lemma.

14.33.1. Results from Donnelly-Fefferman. We begin with some back-
ground results from [DF], mainly from Sections 5 and 7.

The argument is local. To prove the lower bound, it suffices to prove it in
one coordinate chart U . By the existence theorem, there exists a1 > 0 so that
every ball or cube of radius a1

λ ) contains a zero. Cover U by cubes Qν of side

a2λ
−1 with a2 > a1 so that xν lies in the middle tenth of Qν . Choose a3 so that

Bν = B(xν , a3λ
−1) lies in the middle 1

2 of Qν .

Definition 14.31. Given Qν , and C5 > 0 define the following subset:

Rν(C5) := {x ∈ Qν :
∣∣logϕ2

λ(x)− log AveQνϕ
2
λ

∣∣ ≤ C5}.
In [DF] (Proposition 5.11 and Lemmas 7.3-7.4) is proved:

Proposition 14.32. Given ε > 0 there exists C5(ε), a4 > 0 so that for at least
half of the Qν , Vol(Rν(C5(ε))) ≥ (1− a4ε) Vol(Qν).

Here, Vol(E) = |E| is the Riemannian volume measure.

Definition 14.33. Say that Qν (or ν or Bν) is ‘preferred’ (or ‘good’) if the
inequality of Proposition 14.32 is satisfied. Denote the set of preferred ν by S.

In §14.34, we review results of [DF] showing that eigenfunctions in good Bν
are rather flat in that that different Lp norms are equivalent on them.

The next key Proposition of [DF] is:

Proposition 14.34. Let

G+
ν = {x ∈ Bν : ϕλ > 0}, G−ν = {x ∈ Bν : ϕλ < 0}.

For preferred ν ∈ S, i.e. for ‘good balls’ Bν ,

min{|G+
ν |, |G−ν |} ≥ E8|Bν |.

The lower bound on Hn−1(Zϕλ) is derived from Propositions 14.32 and 14.34.
The idea is the nodal hypersurface cuts ‘good’ cubes (or balls) roughly into halves.
One may then use the isoperimetric inequality for analytic sets ([F1, p.476]) to
show that the hypersurface volume of the nodal set in Qν is bounded below by that
of a hyperplane dissecting the cube,

Hn−1(Zϕλ ∩Bν) ≥ Cλ−(n−1).

Summing over ' 1
2λ

n preferred cubes then gives the lower bound of λ.



14.34. PROPERTIES OF EIGENFUNCTIONS IN GOOD BALLS 375

14.33.2. A simpler statement. A simpler statement than Proposition 14.34
that illustrates some of the ideas in the proof is the following:

Proposition 14.35. For preferred ν ∈ S,

min

{∫
G+
ν

|ϕλ| dx,
∫
G−ν

|ϕλ| dx
}
≥ C8

∫
Bν

|ϕλ| dx.

Proof. For sufficiently small a3, rescale ϕ in the ball B(xν , a3λ
−1) to the

ball of radius 1. Then express the scaled ϕ using the Dirichlet Green’s function
GD(λ, x, y) of the scaled ball for the scaled operator. It is almost the flat Green’s
function. The function GD(λ, x, xν) is denoted ϕ in [DF, p.182]. Then write in
unscaled coordinates

ϕλ(xν) =

∫
|x−xν |=r

GD(λ, x, xν)ϕλ(x)dθ.

Here 0 < r < a3λ
−1. �

We then claim that

E8 > GD(λ, x, xν) > C7 > 0.

This is just a property of the Dirichlet Poisson kernel of the scaled problem, scaled
back again.

Since ϕλ(xν) = 0 we have∫
|x−xν |=r

GD(λ, x, xν)ϕλ(x) dθ = 0.

Proposition 14.35 follows from this and the bounds in the last Lemma.

14.34. Properties of eigenfunctions in good balls

In this section, we review the properties of eigenfunctions in good balls Bν .
The main theme is that they are rather flat and all their Lpnorms are equivalent
on a good ball.

This following Lemma says that the L1 mass of eigenfunctions is rather uniform
in good balls.

Lemma 14.36. Let (Bν , Qν) be good. Then for any measurable Gν ⊂ Bν ,∫
Gν

|ϕλ| ≤ E6

( |Gν |
|Bν |

) 1
2
∫
Bν

|ϕλ|.

Moreover,

1

|Bν |

∫
Bν

|ϕλ|2 ≥ e−C6
1

|Qν |

∫
Qν

|ϕλ|2.

The Lemma implies that, on good balls, the L∞ norm and normalized L2 norm
and normalized L1 norm are equivalent.

Proposition 14.37. For the good balls,

‖ϕλ‖L∞(Bν) ≤ E5

(
1

|Bν |

∫
Bν

|ϕλ|2
) 1

2

.
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Also (
1

|Bν |

∫
Bν

|ϕλ|2
) 1

2

≤ E4
1

|Bν |

∫
Bν

|ϕλ|.

14.35. Background on good-ness

Definition 14.31 and Proposition 14.32 arise from the following Proposition
about holomorphic functions of one complex variable.

Proposition 14.38 (See Proposition 5.1 of [DF]). Let F ∈ O(D(0, 3)) and
assume

max
D(0,2)

|F (z)| ≤ |F (0)|eCd.

Assume F (x) is real and ≥ 0 for |x| ≤ 1. For d sufficiently large consider a cover
of |x| ≤ 1 by disjoint subintervals Qν of length C2/d. Then, for all ε > 0, there
exists E so that

|logF (x)− log AveQν F | ≤ C, x ∈ Qν\E
where meas(E) < ε. Equivalently, for all ε there exists C so that for all ν,

m{|logF (x)− log AveQν F | ≥ C} ≤ ε.
Thus, if we delete a set E of small length, (which depends on F ) any ‘singularity’

of logF (i.e. a near zero of F ) is canceled by the singularity of log AveQν F except
for points in E.

14.36. A. Brudnyi’s proof of Proposition 14.38

To prove Proposition 14.38, the authors write

F (z) = eG(z)
∏
α

Br(z, α), |z| ≤ r,

where

Br(z) =
(z − α)/r

1− ᾱz/r2
.

The eG factor is relatively harmless and one reduces to proving |f(x)−log Ave(ef )| ≤
C outside E if f(z) =

∑
α log |z − α|.

Let ZF = {α ∈ D(0, 3
2 ) : F (α) = 0} and let NF = #ZF (counted with

multiplicity). Then NF ≤ C ′1d by Jensen’s formula with C ′1 = 1
log 4

3

C1.

We then use the Cartan Lemma.

Lemma 14.39. There exists a set of at most NF discs D1, . . . , Dk covering the

ZF such that the sum of the radii is ≤ 2ε and for x /∈ ⋃kj=1Dj the number of

elements in D(x,R) ∩ ZF is ≤ NF
ε R.

Let E1 be as in [DF, Lemma 5.4] and let

E2 =
⋃
j

Dj ∩ [−1, 1].

Then |E2| ≤ 2ε. Suppose that Qν 6⊂ E1 ∪ E2 and let xν /∈ E1 ∪ E2. Let Aν be the
set of zeros zν ∈ ZF of distance ≤ 2C2

d = 2m(Qν) from xν . Write

f(x) =
∑
α∈Aν

log |x− α|+
∑
α/∈Aν

log |x− α| =: bν(x) + gν(x).
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Lemma 14.40. We have

(1) CardAν ≤ 2C2NF
dε ≤ 9C1C2

ε ;
(2) |g′ν(xν)| ≤ C10d;
(3) |g′′ν (x)| ≤ C11d

2 for all x ∈ Qν .

Proof. (1) follows from the choice of covering, the Cartan Lemma and Lemma (14.39).
For (2) we define

dν = inf
α∈ZF

|xν − α|.

We claim that dν ≥ ε
NF

. Suppose that dν = |xν − α0|. By the Cartan Lemma the

number of zeros in the disc |x − α0| ≤ dν is ≥ 1, hence 1 ≤ NF
ε dν and that gives

the required estimate.
Let µ =

∑
zν∈ZF δzν . We have nν(r) = 0 for r < ε

NF
. By integration by parts,

by (1) and by the Cartan Lemma,

|b′ν(xν)| ≤
∫
|z−xν |≤2C2/d

1

|z − xν |
dµ(z) =

∫ 2C2/d

0

1

t
dnν(t) =

nν(t)

t

∣∣∣2C2/d

0
.

Moreover,

∫ 2C2/d

0

1

t2
dnν(t) ≤ 9C1C2

ε
+

∫ 2C2/d

ε/d

NF
ε

t

t2
dnν(t)(14.105)

≤ 9C1C2

ε
+

9C1d

ε
log

2C2

ε
(14.106)

:= C9d.(14.107)

Since xν /∈ E1

|g′ν(xν)| ≤ |f ′ν(xν)|+ |b′ν(xν)| ≤ (C7 + C9)d = C10d.

For (3): For every x ∈ Qν and α /∈ Aν ,

|x− α| ≥ |xν − α| − |x− xν | ≥
2C − 2

d
− C2

d
=
C2

d
.

Thus,

|g′′ν (x)| ≤
∑
α/∈Aν

1

|x− α|2(14.108)

=
∑
α/∈Aν

1

|xν − α|2
|xν − α|2
|x− α|2(14.109)

≤
∑
α/∈Aν

1

|xν − α|2
(|x− α|+ |xν − x|)2

|x− α|2 ≤ 3
∑
α/∈Aν

1

|xν − α|2
.(14.110)
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Again using integration by parts and Cartan’s Lemma,∑
α/∈Aν

1

|xν − α|2
=

∫
|z−xν |≥2C2/d

1

|z − xν |2
dµ(z)(14.111)

=

∫ ∞
2C2/d

1

t2
dnν(t)(14.112)

=
nν(t)

t2
|∞2C2/d

+

∫ ∞
2C2/d

2nν(t)

t3
dt(14.113)

≤
∫ ∞

2C2/d

2NF t

εt3
dt(14.114)

≤ 18C1d
2

C2ε
.(14.115)

Together with the previous inequality, this implies (3). �

Now set S =
⋃
ν Qν where the union is taken over all Qν 6⊂ E1 ∪ E2. We have

m([−1, 1]\S) ≤ m(E1 ∪ E2) ≤ a2ε.

For xν ∈ Qν ⊂ S, by Taylor’s formula with remainder,

gν(x)− gν(xν) = g′ν(xν(x− xν) +
1

2
g′′ν (y)(x− xν)2 for some y ∈ Qν .

Together with Lemma 5.5 (2)(3) this gives

|gν(x)− gν(xν)| ≤ C10C2 + C11C
2
2/2.

Since log AveQν e
gν = gν(z) for some z ∈ Qν we have

(14.116) |gν(x)− log AveQν e
gν | ≤ C12 for all x ∈ Qν .

Now consider bν for Qν ⊂ S. By Lemma 5.5 (1), the number of terms in the
expression for bν is at most C13. The classical Remez polynomial inequality for ebν

then implies

(14.117) sup
Qν

ebν ≤
(

4m(Qν)

m(Sν)

)C13

sup
Sν

ebν ,

for any measurable subset Sν ⊂ Qν . Put

Sν = {x ∈ Qν : bν(x)− sup
Qν

bν ≤ −C14 = C13 log ε}.

Then supSν e
bν = e−C14 supQν e

bν , hence

m(Sν) ≤ 4m(Qν)e−C14/C13 = 4C2
ε

d
.

Define E3 =
⋃
Qν⊂S Sν . Then

m(E3) ≤ 2d

C2
4C2

ε

d
= 8ε.

Further use the well-known inequality relating L1 and L∞ norms of polynomials

sup
Qν

ebν ≤ a4C
2
13 AveQν e

bν .
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(See [Ti, §4.9.6].) Then by the previous inequalities, for x ∈ Qν\E3,

(14.118) |bν(x)−AvQνe
bν | ≤ |bν(x)− sup

Qν

bν |+ | sup
Qν

bν − log AveQν e
bν | ≤ C15.

The required statement follows from (14.116), (14.118) for all x ∈ Qν\(E1∪E2∪E3).
Note that m(E1 ∪ E2 ∪ E3) ≤ a5ε.

14.37. Equidistribution of complex nodal sets of real ergodic
eigenfunctions

We now consider global results when hypotheses are made on the dynamics of
the geodesic flow. Use of the global wave operator brings into play the relation
between the geodesic flow and the complexified eigenfunctions, and this allows one
to prove global results on nodal hypersurfaces that reflect the dynamics of the
geodesic flow. In some cases, one can determine not just the volume, but the limit
distribution of complex nodal hypersurfaces. The complex nodal hypersurface of
an eigenfunction is defined by

(14.119) ZϕC
λ

= {ζ ∈Mε0 : ϕC
λ(ζ) = 0}.

The Poincaré-Lelong formula (§14.30.1) gives an explicit form to the natural current
of integration over the nodal hypersurface in any Grauert tube Mε with ε < ε0,
given by
(14.120)

〈[ZϕC
λ
], ϕ〉 =

i

2π

∫
Mε

∂∂̄ log |ϕC
λ|2 ∧ ϕ =

∫
Z
ϕC
λ

ϕ, ϕ ∈ D(m−1,m−1)(Mε).

We recall that D(m−1,m−1)(Mε) stands for smooth test (m− 1,m− 1)-forms with
support in M∗ε.

The nodal hypersurface ZϕC
λ

also carries a natural volume form |ZϕC
λ
| as a

complex hypersurface in a Kähler manifold. By Wirtinger’s formula, it equals the

restriction of
ωm−1
g

(m−1)! to ZϕC
λ
. Hence, one can regard ZϕC

λ
as defining the measure

(14.121) 〈|ZϕC
λ
|, ϕ〉 =

∫
Z
ϕC
λ

ϕ
ωm−1
g

(m− 1)!
, ϕ ∈ C(B∗εM).

We prefer to state results in terms of the current [ZϕC
λ
] since it carries more infor-

mation.

Theorem 14.41. Let (M, g) be real analytic, and let {ϕjk} denote a quantum
ergodic sequence of eigenfunctions of its Laplacian ∆. Let Mε0 be the maximal
Grauert tube around M . Let ε < ε0. Then:

1

λjk
[ZϕC

jk

]→ i

π
∂∂̄
√
ρ weakly in D′(1,1)(Mε)

in the sense that, for any continuous test form ψ ∈ D(m−1,m−1)(Mε), we have

1

λjk

∫
Z
ϕC
jk

ψ → i

π

∫
Mε

ψ ∧ ∂∂̄√ρ.
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Equivalently, for any ϕ ∈ C(Mε),

1

λjk

∫
Z
ϕC
jk

ϕ
ωm−1
g

(m− 1)!
→ i

π

∫
Mε

ϕ∂∂̄
√
ρ ∧ ωm−1

g

(m− 1)!
.

14.38. Sketch of the proof

The first step is to find a nice way to express ϕC
j on MC. Very often, when we

analytically continue a function, we lose control over its behavior. The trick is to
observe that the complexified wave group analytically continues the eigenfunctions,
i.e., we use

U(iτ, ζ, y) =

∞∑
j=0

e−τλjϕC
j (ζ)ϕj(y).

It is holomorphic in ζ ∈Mτ , i.e., when
√
ρ(ζ) < τ . But the main point is that

it remains a Fourier integral operator after analytic continuation:

Theorem 14.42 (Hadamard, Boutet de Monvel, Z, M. Stenzel, G. Lebeau).
U(iε, z, y) : L2(M) → H2(∂Mε) is a complex Fourier integral operator of order
−m−1

4 quantizing the complexified exponential map expy iε
η
|η| : S

∗
ε → ∂Mε.

We first observe that U(iτ)ϕλj = e−τλjϕC
λj

. This follows immediately by inte-

grating U(iτ, ζ, y) =
∑∞
k=0 e

−τλkϕC
k (ζ)ϕk(y) against ϕj and using orthogonality.

But we know that U(iτ)ϕλj is a Fourier integral operator. It is a fact that such

an operator can only change L2 norms by powers of λj . So ‖U(iτ)ϕλj‖2L2(∂Mε)
has

polynomial growth in λj and therefore we have

‖ϕλj‖2L2(∂Mε)
= λαj e

τλj .

The power α is irrelevant because we are taking the normalized logarithm.
The first step is to prove quantum ergodicity of the complexified eigenfunctions:

Theorem 14.43. Assume the geodesic flow of (M, g) is ergodic. Then

|ϕεjk(z)|2
‖ϕεjk‖2L2(∂Mε)

→ 1 weak* in ∂Mε

along a density one subsequence of λj. That is, for any continuous V ,∫
∂Mε

V
|ϕεjk(z)|2
‖ϕεjk‖2L2(∂Mε)

dV →
∫
∂Mε

V dV.

Thus, Husimi measures tend to 1 weakly as measures. We then apply Hartogs’
Lemma (Lemma 14.21) to obtain

Lemma 14.44. We have: For all but a sparse subsequence of eigenvalues,

1

λjk
log

|ϕεjk(z)|2
‖ϕεjk‖2L2(∂Mε)

→ 0 in L1(Mε).

This is almost obvious from the QE theorem. The limit is ≤ 0 and it were < 0
on a set of positive measure it would contradict

|ϕεjk(z)|2
‖ϕεjk‖2L2(∂Mε)

→ 1.
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Combine Lemma 14.44 with Poincaré-Lelong:

1

λjk
[Zjk ] = i∂∂̄ log |ϕC

jk
|2.

We get
1

λjk
∂∂̄ log |ϕC

jk
|2 ∼ 1

λjk
∂∂̄ log |ϕC

jk
|2L2(∂Mε)

weak* on Mε.

To complete proof we need to prove:

(14.122)
1

λj
log ‖ϕC

j ‖2∂Mε
→ 2ε.

But U(iε) = e−ελjϕC
j , hence ‖ϕC

λ‖2L2(∂Mε)
equals e2ελj times

〈U(iε)ϕλ, U(iε)ϕλ〉 = 〈U(iε)∗U(iε)ϕλ, ϕλ〉.
But U(iε)∗U(iε) is a pseudodifferential operator of order n−1

2 . Its symbol

|ξ|−n−1
2 doesn’t contribute to the logarithm.

We now provide more details at each step.

14.39. Growth properties of complexified eigenfunctions

In this section we prove Lemma 14.44 in more detail. We state it in combination
with (14.122).

Theorem 14.45. If the geodesic flow is ergodic, then for all but a sparse sub-
sequence of λj,

1

λjk
log |ϕC

jk
(z)|2 → √ρ in L1(Mε).

The Grauert tube function is a maximal PSH function with bound ≤ ε on
Mε. Hence Theorem 14.45 says that ergodic eigenfunctions have the maximum
exponential growth rate possible for any eigenfunctions.

A key object in the proof is the sequence of functions Uλ(x, ξ) ∈ C∞(Mε)
defined by
(14.123)

Uλ(x, ξ) :=
ϕC
λ(x, ξ)

ρλ(x, ξ)
where (x, ξ) ∈Mε and ρλ(x, ξ) := ‖ϕC

λ|∂M|ξ|g ‖L2(∂M|ξ|g ).

Thus, ρλ(x, ξ) is the L2-norm of the restriction of ϕC
λ to the sphere bundle ∂Mε

where ε = |ξ|g. Uλ is of course not holomorphic, but its restriction to each sphere
bundle is CR holomorphic there, i.e.,

(14.124) uελ = Uλ|∂Mε
∈ O0(∂Mε).

Our first result gives an ergodicity property of holomorphic continuations of ergodic
eigenfunctions.

Lemma 14.46. Assume that {ϕjk} is a quantum ergodic sequence of ∆-eigenfunctions
on M . Then for each 0 < ε < ε0,

|Ujk |2 →
1

µ1(S∗M)

√
ρ
−m+1

weakly in L1(Mε, ω
m).
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We note that ωm = rm−1drdωdVol(x) in polar coordinates, so the right side
indeed lies in L1. The actual limit function is otherwise irrelevant. The next step
is to use a compactness argument to obtain strong convergence of the normalized
logarithms of the sequence {|Uλ|2}. The first statement of the following lemma
immediately implies the second.

Lemma 14.47. Assume that |Ujk |2 → 1
µε(∂Mε)

√
ρ−m+1 weakly in L1(Mε, ω

m).

Then

(1) 1
λjk

log |Ujk |2 → 0 strongly in L1(Mε);

(2) 1
λjk

∂∂̄ log |Ujk |2 → 0 weakly in D′(1,1)(Mε).

Separating out the numerator and denominator of |Uj |2, we obtain that

(14.125)
1

λjk
∂∂̄ log |ϕC

jk
|2 − 2

λjk
∂∂̄ log ρλjk → 0.

The next lemma shows that the second term has a weak limit:

Lemma 14.48. For 0 < ε < ε0,

1

λjk
log ρλjk(x, ξ)→ √

ρ, in L1(Mε).

Hence,
1

λjk
∂∂̄ log ρλjk → ∂∂̄

√
ρ weakly in D′(Mε).

It follows that the left side of (14.125) has the same limit, and that will complete
the proof of Theorem 14.41.

We begin by proving a weak limit formula for the CR holomorphic functions
uελ defined in (14.124) for fixed ε.

Lemma 14.49. Assume that {ϕjk} is a quantum ergodic sequence. Then for
each 0 < ε < ε0,

|uεjk |2 →
1

µε(∂Mε)
, weakly in L1(∂Mε, dµε).

That is, for any a ∈ C(∂Mε),∫
∂Mε

a(x, ξ)|uεjk((x, ξ)|2 dµε →
1

µε(∂Mε)

∫
∂Mε

a(x, ξ) dµε.

Proof. It suffices to consider a ∈ C∞(∂Mε). We then consider the Toeplitz
operator ΠεaΠε on O0(∂Mε). We have

〈ΠεaΠεu
ε
j , u

ε
j〉 = e2ελj ‖ϕC

λ‖−2
L2(∂Mε)

〈ΠεaΠεU(iε)ϕj , U(iε)ϕj〉L2(∂Mε)(14.126)

= e2ελj‖ϕC
λ‖−2
L2(∂Mε)

〈U(iε)∗ΠεaΠεU(iε)ϕj , ϕj〉L2(M).(14.127)

It is not hard to see that U(iε)∗ΠεaΠεU(iε) is a pseudodifferential operator

on M of order −m−1
2 with principal symbol ã|ξ|−

m−1
2

g , where ã is the (degree 0)

homogeneous extension of a to T ∗M \0. The normalizing factor e2ελj‖ϕC
λ‖−2
L2(∂B∗εM)

has the same form with a = 1. Hence, the expression on the right side of (14.126)
may be written as

(14.128)
〈U(iε)∗ΠεaΠεU(iε)ϕj , ϕj〉L2(M)

〈U(iε)∗ΠεU(iε)ϕj , ϕj〉L2(M)
.
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By the standard quantum ergodicity result on compact Riemannian manifolds
with ergodic geodesic flow, we have

(14.129)
〈U(iε)∗ΠεaΠεU(iε)ϕjk , ϕjk〉L2(M)

〈U(iε)∗ΠεU(iε)ϕjk , ϕjk〉L2(M)
→ 1

µε(∂Mε)

∫
∂Mε

a dµε.

More precisely, the numerator is asymptotic to the right side times λ−
m−1

2 , while
the denominator has the same asymptotics when a is replaced by 1. We also use
that 1

µε(∂Mε)

∫
∂Mε

adµε equals the analogous average of ã over ∂Mε. Taking the

ratio produces (14.129).
Combining (14.126), (14.129) and the fact that

〈ΠεaΠεu
ε
j , u

ε
j〉 =

∫
∂B∗εM

a|uεj |2 dµε

completes the proof of the lemma. �

We now complete the proof of Lemma 14.46, i.e., we prove that

(14.130)

∫
Mε

a|Ujk |2ωm →
1

µε(∂Mε)

∫
Mε

a
√
ρ
−m+1

ωm

for any a ∈ C(Mε). It is only necessary to relate the surface Liouville measures
dµr (14.30) to the Kähler volume measure. One may write dµr = d

dt |t=rχtωm,
where χt is the characteristic function of Mt = {√ρ ≤ t}. By homogeneity of |ξ|g,
µr(∂Mr) = rm−1µε(∂Mε). If a ∈ C(Mε), then

∫
Mε

aωm =
∫ ε

0
{
∫
∂Mr

a dµr}dr. By

Lemma 14.49, we have

∫
Mε

a|Ujk |2ωm =

∫ ε

0

(∫
∂Mr

a|urjk |2 dµr
)
dr(14.131)

→
∫ ε

0

(
1

µr(∂B∗r )

∫
∂Mr

a dµr

)
dr(14.132)

=
1

µε(∂Mε)

∫
Mε

ar−m+1ωm,(14.133)

which implies w∗ − limλ→∞ |Ujk |2 = 1
µ1(∂Mε)

√
ρ−m+1.

14.40. Proof of Lemma 14.48

In fact, one has

1

λ
log ρλ(x, ξ)→ √ρ uniformly on Mε.

Again using U(iε)ϕλ = e−λεϕC
λ, we have for ε = |ξ|gx ,

ρ2
λ(x, ξ) = 〈Πεϕ

C
λ,Πεϕ

C
λ〉L2(∂B∗εM)(14.134)

= e2λε〈ΠεU(iε)ϕλ,ΠεU(iε)ϕλ〉L2(∂B∗εM)(14.135)

= e2λε〈U(iε)∗ΠεU(iε)ϕλ, ϕλ〉L2(M).(14.136)

Hence,

(14.137)
2

λ
log ρλ(x, ξ) = 2|ξ|gx +

1

λ
log〈U(iε)∗ΠεU(iε)ϕλ, ϕλ〉.
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The second term on the right side is the matrix element of a pseudo-differential
operator, so is bounded by some power of λ. Taking the logarithm gives a remainder
of order log λ

λ . �

14.41. Proof of Lemma 14.47

Proof. We wish to prove that ψj := 1
λj

log |Uj |2 → 0 in L1(Mε). As we have

said, this is almost obvious from Lemma 14.46 and 14.49. If the conclusion is not
true, then there exists a subsequence ψjk satisfying ‖ψjk‖L1(B∗εM) ≥ δ > 0. To
obtain a contradiction, we use Lemma 14.21.

To see that the hypotheses are satisfied in our example, it suffices to prove these
statements on each surface ∂Mε with uniform constants independent of ε. On the

surface ∂Mε, Uj = uεj . By the Sobolev inequality in Om−1
4 (∂Mε), we have

sup
(x,ξ)∈∂Mε

|uεj(x, ξ)| ≤ λmj ‖uεj(x, ξ)‖L2(∂Mε) ≤ λmj .

Taking the logarithm, dividing by λj , and combining with the limit formula of
Lemma 14.48 proves (i) – (ii).

We now settle the dichotomy above by proving that the sequence {ψj} does
not tend uniformly to −∞ on compact sets. That would imply that ψj → −∞
uniformly on the spheres ∂Mε for each ε < ε0. Hence, for each ε, there would exist
K > 0 such that for k ≥ K,

(14.138)
1

λjk
log |uεjk(z)| ≤ −1.

However, (14.138) implies that

|ujk(z)| ≤ e−2λjk for all z ∈ ∂Mε,

which is inconsistent with the hypothesis that |uεjk(z)| → 1 in D′(∂Mε).
Therefore, there must exist a subsequence, which we continue to denote by

{ψjk}, that converges in L1(Mε0) to some ψ ∈ L1(Mε0). Then,

ψ(z) = lim sup
k→∞

ψjk ≤ 2|ξ|g a.e.

Now let
ψ∗(z) := lim sup

w→z
ψ(w) ≤ 0

be the upper semi-continuous regularization of ψ. Then ψ∗ is plurisubharmonic on
Mε and ψ∗ = ψ almost everywhere.

If ψ∗ ≤ 2|ξ|g − δ on a set Uδ of positive measure, then ψjk(ζ) ≤ −δ/2 for
ζ ∈ Uδ, k ≥ K; i.e.,

(14.139) |ψjk(ζ)| ≤ e−δλjk for all ζ ∈ Uδ and k ≥ K.
This contradicts the weak convergence to 1 and concludes the proof. �

14.42. Intersections of nodal sets and analytic curves on real analytic
surfaces

It is often possible to obtain more refined results on nodal sets by studying
their intersections with some fixed curve C or with a hypersurface H. In dimension
two, curves are hypersurfaces and the results are most complete in this dimension.
On the one hand, one would like to prove generic upper bounds on the number
of intersection points when the curve is non-degenerate in a precise sense called



14.43. COUNTING NODAL LINES WHICH TOUCH THE BOUNDARY IN ANALYTIC PLANE DOMAINS385

‘good’. On the other hand, in some cases one can prove lower bounds on the
number of intersection points. To date, this has only been done under ergodicity
assumptions but it is possible that one could find other dynamical assumptions
which are sufficient.

Upper bounds on nodal intersections with curves were prove in dimension two
for analytic Euclidean plane domains in [TZ1]. In the boundary case, it has not
been proved at this time that the Poisson wave kernel admits an analytic contin-
uation as a Fourier integral operator with complex phase in a suitable sense 2 In
place of the Poisson wave kernel, double layer potentials were used. In §14.43 we
discuss upper bounds on the number of intersection points of the nodal set with the
boundary of a real analytic plane domain and more general ‘good’ analytic curves.
It is likely that this method can be generalized to higher dimensions, but this has
so far not been done. In the boundaryless case, upper bounds on numbers of nodal
intersections with ‘good curves’ C can be proved using the techniques of [TZ4].

To obtain lower bounds or asymptotics, we need to add some dynamical hy-
potheses. In case of ergodic geodesic flow, we can obtain equidistribution theorems
for intersections of nodal sets and geodesics on surfaces [Z7] (see §14.45). The
dimensional restriction is due to the fact that the results are partly based on the
quantum ergodic restriction theorems of [TZ3, TZ2], which concern restrictions of
eigenfunctions to hypersurfaces. Nodal sets and geodesics have complementary di-
mensions and intersect in points, and therefore it makes sense to count the number
of intersections. But we do not yet have a mechanism for studying lower bounds
on numbers of nodal zeros for restrictions to geodesics when dimM ≥ 3.

In all the results we discuss in this section, there is a significant assumption
which as yet is poorly understood: Namely, we assume that the real analytic curve
C is ‘good,’ a kind of Carleman estimate type assumption for a curve. There are
few results on the existence or genericity of good curves at this time (one is given
in [JJ1]).

14.43. Counting nodal lines which touch the boundary in analytic
plane domains

In this section, we review the results of [TZ1] giving upper bounds on the
number of intersections of the nodal set with the boundary of an analytic (or more
generally piecewise analytic) plane domain. It would be interesting to generalize
the results to higher dimensions, either counting nodal intersections with curves or
by measuring codimension two nodal hypersurface volumes within the boundary.

Thus we would like to count the number of nodal lines (i.e., components of the
nodal set) which touch the boundary. Here we assume that 0 is a regular value
so that components of the nodal set are either loops in the interior (closed nodal
loops) or curves which touch the boundary in two points (open nodal lines). It is
known that for generic piecewise analytic plane domains, zero is a regular value of
all the eigenfunctions ϕλj , i.e., ∇ϕλj 6= 0 on Zϕλj [U]; we then call the nodal set

regular. Since the boundary lies in the nodal set for Dirichlet boundary conditions,
we remove it from the nodal set before counting components. Henceforth, the
number of components of the nodal set in the Dirichlet case means the number of
components of Zϕλj \∂Ω.

2The real wave kernel is at best a Fourier-Airy integral operator so it is not to be expected

that the analytic continuation is any classical kind of Fourier integral operator.
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It is important to consider piecewise analytic domains because they are the only
plane domains which are know to have ergodic billiards. By a piecewise analytic
domain Ω2 ⊂ R2, we mean a compact domain with piecewise analytic boundary,
i.e., ∂Ω is a union of a finite number of piecewise analytic curves which intersect
only at their common endpoints. Such domains are often studied as archetypes of
domains with ergodic billiards and quantum chaotic eigenfunctions, in particular
the Bunimovich stadium or Sinai billiard.

For the Neumann problem, the boundary nodal points are the same as the zeros
of the boundary values ϕλj |∂Ω of the eigenfunctions. The number of boundary nodal
points is thus twice the number of open nodal lines. Hence in the Neumann case,
the Theorem follows from:

Theorem 14.50. Suppose that Ω ⊂ R2 is a piecewise real analytic plane do-
main. Then the number n(λj) = #Zϕλj ∩∂Ω of zeros of the boundary values ϕλj |∂Ω

of the jth Neumann eigenfunction satisfies n(λj) ≤ CΩλj, for some CΩ > 0.

We prove Theorem 14.50 by analytically continuing the boundary values of the
eigenfunctions and counting complex zeros and critical points of analytic continua-
tions of Cauchy data of eigenfunctions. When ∂Ω ∈ Cω, the eigenfunctions can be
holomorphically continued to an open tube domain in C2 projecting over an open
neighborhood W in R2 of Ω which is independent of the eigenvalue. We denote
by ΩC ⊂ C2 the points ζ = x + iξ ∈ C2 with x ∈ Ω. Then ϕλj (x) extends to a

holomorphic function ϕC
λj

(ζ) where x ∈W and where |ξ| ≤ ε0 for some ε0 > 0.

Assuming ∂Ω real analytic, we define the (interior) complex nodal set by

ZC
ϕλj

= {ζ ∈ ΩC : ϕC
λj (ζ) = 0}.

Theorem 14.51. Suppose that Ω ⊂ R2 is a piecewise real analytic plane do-
main, and denote by (∂Ω)C the union of the complexifications of its real analytic
boundary components. Let n(λj , ∂ΩC) = #Z∂ΩC

ϕλj
be the number of complex zeros

on the complex boundary. Then there exists a constant CΩ > 0 independent of the
radius of (∂Ω)C such that n(λj , ∂ΩC) ≤ CΩλj .

The theorems on real nodal lines and critical points follow from the fact that
real zeros and critical points are also complex zeros and critical points, hence

(14.140) n(λj) ≤ n(λj , ∂ΩC).

All of the results are sharp, and are already obtained for certain sequences of
eigenfunctions on a disc (see §13.7.6).

To prove Theorem 14.51, we represent the analytic continuations of the bound-
ary values of the eigenfunctions in terms of layer potentials. Let G(λj , x1, x2)
be any ‘Green’s function’ for the Helmholtz equation on Ω, i.e. a solution of
(−∆− λ2

j )G(λj , x1, x2) = δx1
(x2) with x1, x2 ∈ Ω̄. By Green’s formula,

(14.141)

ϕλj (x, y) =

∫
∂Ω

(
∂νG(λj , q, (x, y))ϕλj (q)−G(λj , q, (x, y))∂νϕλj (q)

)
dσ(q),

where (x, y) ∈ R2, where dσ is arc-length measure on ∂Ω and where ∂ν is the
normal derivative by the interior unit normal. Our aim is to analytically continue
this formula. In the case of Neumann eigenfunctions ϕλ in Ω,

(14.142) ϕλj (x, y) =

∫
∂Ω

∂

∂νq
G(λj , q, (x, y))ϕλj (q)dσ(q).
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To obtain concrete representations we need to choose G. We choose the real
ambient Euclidean Green’s function S

(14.143) S(λj , ξ, η;x, y) = −Y0(λjr((x, y); (ξ, η))),

where r =
√
zz∗ is the distance function (the square root of r2 above) and where

Y0 is the Bessel function of order zero of the second kind. The Euclidean Green’s
function has the form

(14.144) S(λj , ξ, η;x, y) = A(λj , ξ, η;x, y) log
1

r
+B(λj , ξ, η;x, y),

where A and B are entire functions of r2. The coefficient A = J0(λjr) is known as
the Riemann function.

By the ‘jumps’ formulae, the double layer potential ∂
∂νq̃

S(λj , q̃, (x, y)) on ∂Ω×Ω̄

restricts to ∂Ω × ∂Ω as 1
2δq(q̃) + ∂

∂νq̃
S(λj , q̃, q) (see e.g. [T1, T2]). Hence in the

Neumann case the boundary values vλj of ϕλj satisfy

(14.145) vλj (q) = 2

∫
∂Ω

∂

∂νq̃
S(λj , q̃, q)vλj (q̃) dσ(q̃).

We have

(14.146)
∂

∂νq̃
S(λj , q̃, q) = −λjY1(λjr) cos∠(q − q̃, νq̃).

It is equivalent, and sometimes more convenient, to use the (complex valued)

Euclidean outgoing Green’s function Ha(1)
0(kz), where Ha(1)

0 = J0 + iY0 is the
Hankel function of order zero. It has the same form as (14.144) and only differs by
the addition of the even entire function J0 to the B term. If we use the Hankel free
outgoing Green’s function, then in place of (14.146) we have the kernel

N(λj , q(s), q(s
′)) =

i

2
∂νy Ha(1)

0(λj |q(s)− y|)|y=q(s′)

(14.147)

= − i
2
λj Ha(1)

1(λj |q(s)− q(s′)|) cos∠(q(s′)− q(s), νq(s′)),(14.148)

and in place of (14.145) we have the formula

(14.149) vλj (q(t)) =

∫ 2π

0

N(λj , q(s), q(t)) vλj (q(s)) ds.

The next step is to analytically continue the layer potential representations
(14.145) and (14.149). The main point is to express the analytic continuations of
Cauchy data of Neumann and Dirichlet eigenfunctions in terms of the real Cauchy
data. For brevity, we only consider (14.145) but essentially the same arguments
apply to the free outgoing representation (14.149).

As mentioned above, both A(λj , ξ, η, x, y) and B(λj , ξ, η, x, y) admit analytic
continuations. In the case of A, we use a traditional notation R(ζ, ζ∗, z, z∗) for the
analytic continuation and for simplicity of notation we omit the dependence on λj .

The details of the analytic continuation are complicated when the curve is the
boundary, and they simplify when the curve is interior. So we only continue the
sketch of the proof in the interior case.

As above, the arc-length parametrization of C is denoted by by qC : [0, 2π]→ C
and the corresponding arc-length parametrization of the boundary, ∂Ω, by q :
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[0, 2π]→ ∂Ω. Since the boundary and C do not intersect, the logarithm log r2(q(s); qCC (t))
is well defined and the holomorphic continuation of equation (14.149) is given by:

(14.150) ϕC
λj (q

C
C(t)) =

∫ 2π

0

N(λj , q(s), q
C
C(t))ϕλj (q(s)) dσ(s),

From the basic formula (14.147) for N(λj , q, qC) and the standard integral

formula for the Hankel function Ha(1)
1(z), one easily gets an asymptotic expansion

in λj of the form:

(14.151) N(λj , q(s), q
C
C(t)) = eiλjr(q(s);q

C
C(t))

k∑
m=0

am(q(s), qCC(t))λ
1/2−m
j

+O(eiλjr(q(s);q
C
C(t))λ

1/2−k−1
j ).

Note that the expansion in (14.151) is valid since for interior curves,

C0 := min
(qC(t),q(s))∈C×∂Ω

|qC(t)− q(s)|2 > 0.

Then, Rer2(q(s); qCC (t)) > 0 as long as

(14.152) |ImqCC(t)|2 < C0.

So, the principal square root of r2 has a well-defined holomorphic extension to the
tube (14.152) containing C. We have denoted this square root by r in (14.151).

Substituting (14.151) in the analytically continued single layer potential integral
formula (14.150) proves that for t ∈ A(ε) and λj > 0 sufficiently large,
(14.153)

ϕC
λj (q

C
C(t)) = 2πλ

1
2
j

∫ 2π

0

eiλjr(q(s):q
C
C(t))a0(q(s), qCC(t))(1 +O(λ−1

j ) )ϕλj (q(s)) dσ(s).

Remark 14.52. We remark that up to this point, the approach works almost
the same way in all dimensions, although the integral is over a higher dimensional
boundary and the outgoing Green’s function depends on the dimension.

Taking absolute values of the integral on the right-hand side in (14.153) and
applying the Cauchy-Schwartz inequality proves

Lemma 14.53. For t ∈ [0, 2π] + i[−ε, ε] and λj > 0 sufficiently large

|ϕC
λj (q

C
C(t))| ≤ C1λ

1/2
j expλj

(
max

q(s)∈∂Ω
Reir(q(s); qCC(t))

)
· ‖ϕλj‖L2(∂Ω).

From the pointwise upper bounds in Lemma 14.53, it is immediate that

(14.154) log max
qCC(t)∈QC

C(A(ε))
|ϕC
λj (q

C
C(t))| ≤ Cmaxλj + C2 log λj + log ‖ϕλj‖L2(∂Ω),

where

Cmax = max
(q(s),qCC(t))∈∂Ω×QC

C(A(ε))
Re ir(q(s); qCC(t)).

Finally, we use that log ‖uλj‖L2(∂Ω) = O(λj) by the assumption that C is a good
curve and apply Proposition 14.55 to get that n(λj , C) = O(λj).

The following estimate, suggested by [DF, Lemma 6.1], gives an upper bound
on the number of zeros in terms of the growth of the family.
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Lemma 14.54. Let F (z) be holomorphic in an open neighborhood of |z| ≤ 1.
Assume that |F (z)| ≤ 1. Let ` = #{α : |α| ≤ 1

2 , F (α) = 0}. Then:

` ≤ C1

∣∣∣∣∣log max
|z|≤ 1

2

|F (z)|
∣∣∣∣∣ .

Proof. Represent F as a Blashcke product

F (z) = G(z)
∏̀
j=1

z − αj
1− ᾱjz

, |z| ≤ 1.

By the maximum principle |G(z)| ≤ 1. Hence for |z| ≤ 1
2 there exists C2 < 1 so

that |F (z)| ≤ C`2. �

In the above proof, max|z|≤ 1
2
|F (z)| ≤ C`2 and log max|z|≤ 1

2
|F (z)| < 0. In the

following modification, the log max is necessarily ≥ 0. To state the next result we
need some new notation. We define a pair (C,S) consisting of an irreducible real
analytic curve C and a subsequence S ⊂ N to be good if the sequence of normalized
logarithms

(14.155) uλj :=
1

λj
log |ϕλj |2

restricted to C,

(14.156) uCj := γCuj :=
1

λj
log |ϕCj |2,

does not tend to −∞ uniformly on C as j →∞. If S = N we say more simply that
the curve is good.

Proposition 14.55. Suppose that C is a good real analytic curve. Normalize
uλj so that ‖ϕλj‖L2(C) = 1. Then, there exists a constant C(ε) > 0 such that for
any ε > 0,

n(λj , Q
C
C(A(ε/2))) ≤ C(ε) max

qCC(t)∈QC
C(A(ε))

log |ϕC
λj (q

C
C(t))|.

Proof. LetGε denote the Dirichlet Green’s function of the ‘annulus’QC
C(A(ε)).

Also, let {ak}n(λj ,Q
C
C(A(ε/2)))

k=1 denote the zeros of uCλj in the sub-annulusQC
C(A(ε/2)).

Let

Φλj =
ϕC
λj

‖ϕC
λj
‖QC

C(A(ε))

where ‖f‖QC
C(A(ε)) = max

ζ∈QC
C(A(ε))

|f(ζ)|.

Then,

log |Φλj (qCC(t))| =
∫
QC
C((A(ε/2)))

Gε(q
C
C(t), w)∂∂̄ log |ϕC

λj (w)|+Hλj (q
C
C(t))

(14.157)

=
∑

ak∈QC
C(A(ε/2)):ϕC

λj
(ak)=0

Gε(q
C
C(t), ak) +Hλj (q

C
C(t)),(14.158)
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since ∂∂̄ log |ϕC
λj

(w)| =
∑
ak∈CC:ϕC

λj
(ak)=0 δak . Moreover, the function Hλj is sub-

harmonic on QC
C(A(ε)) since

∂∂̄Hλj = ∂∂̄ log |Φλj (qCC(t))| −
∑

ak∈QC
C(A(ε/2)):ϕC

λj
(ak)=0

∂∂̄Gε(q
C
C(t), ak)(14.159)

=
∑

ak∈QC
C(A(ε))\QC

C(A(ε/2))

δak > 0.(14.160)

So, by the maximum principle for subharmonic functions,

max
QC
C(A(ε))

Hλj (q
C
C(t)) ≤ max

∂QC
C(A(ε))

Hλj (q
C
C(t)) = max

∂QC
C(A(ε))

log |Φλj (qCC(t))| = 0.

It follows that

(14.161) log |Φλj (qCC(t))| ≤
∑

ak∈QC
C(A(ε/2)):ϕC

λj
(ak)=0

Gε(q
C
C(t), ak),

hence that
(14.162)

max
qCC(t)∈QC

C(A(ε/2))
log |Φλj (qCC(t))| ≤

(
max

z,w∈QC
C(A(ε/2))

Gε(z, w)

)
n(λj , Q

C
C(A(ε/2))).

Now

(14.163)


Gε(z, w) ≤ max

w∈QC
C(∂A(ε))

Gε(z, w) = 0,

Gε(z, w) < 0 for z, w ∈ QC
C(A(ε/2)).

It follows that there exists a constant ν(ε) < 0 so that maxz,w∈QC
C(A(ε/2))Gε(z, w) ≤

ν(ε). Hence,

(14.164) max
qCC(t)∈QC

C(A(ε/2))
log |Φλj (QC

C(t))| ≤ ν(ε) n(λj , Q
C
C(A(ε/2))).

Since both sides are negative, we obtain

n(λj , Q
C
C(A(ε/2))) ≤ 1

|ν(ε)|

∣∣∣∣∣ max
qCC(t)∈QC

C(A(ε/2))
log |Φλj (qCC(t))|

∣∣∣∣∣
(14.165)

≤ 1

|ν(ε)|

(
max

qCC(t)∈QC
C(A(ε))

log |ϕC
λj (q

C
C(t))|(14.166)

− max
qCC(t)∈QC

C(A(ε/2))
log |ϕC

λj (q
C
C(t))|

)
(14.167)

≤ 1

|ν(ε)| max
qCC(t)∈QC

C(A(ε))
log |ϕC

λj (q
C
C(t))|,(14.168)

where in the last step we use that maxqCC(t)∈QC
C(A(ε/2)) log |ϕC

λj
(qCC(t))| ≥ 0, which

holds since |ϕC
λj
| ≥ 1 at some point in QC

C(A(ε/2)). Indeed, by our normalization,

‖ϕλj‖L2(C) = 1, and so there must already exist points on the real curve C with

|ϕλj | ≥ 1. Putting C(ε) = 1
|ν(ε)| finishes the proof. �

This completes the proof of Theorem 14.51.
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14.44. Application to Pleijel’s conjecture

I. Polterovich [Po] observed that Theorem 14.50 can be used to prove an old
conjecture of A. Pleijel regarding Courant’s nodal domain theorem, which says
that the number nk of nodal domains (components of Ω\Zϕλk ) of the kth eigen-
function satisfies nk ≤ k. Pleijel improved this result for Dirichlet eigenfunc-
tions of plane domains: For any plane domain with Dirichlet boundary conditions,
lim supk→∞

nk
k ≤ 4

j21
' 0.691..., where j1 is the first zero of the J0 Bessel function.

He conjectured that the same result should be true for a free membrane, i.e. for
Neumann boundary conditions. This was recently proved in the real analytic case
by I. Polterovich [Po]. His argument is roughly the following: Pleijel’s original
argument applies to all nodal domains which do not touch the boundary, since the
eigenfunction is a Dirichlet eigenfunction in such a nodal domain. The argument
does not apply to nodal domains which touch the boundary, but by the Theorem
above the number of such domains is negligible for the Pleijel bound.

14.45. Equidistribution of intersections of nodal lines and geodesics on
surfaces

To understand the relation between real and complex zeros, we intersect nodal
lines and geodesics on surfaces dimM = 2. This section is based on [Z7].

We fix (x, ξ) ∈ S∗M and let

(14.169) γx,ξ : R→M, γx,ξ(0) = x, γ′x,ξ(0) = ξ ∈ TxM
denote the corresponding parametrized geodesic. Our goal is to determine the
asymptotic distribution of intersection points of γx,ξ with the nodal set of a highly
eigenfunction. As usual, we cannot cope with this problem in the real domain and
therefore analytically continue it to the complex domain. Thus, we consider the
intersections

N γC
x,ξ

λj
= ZϕC

j
∩ γCx,ξ

of the complex nodal set with the (image of the) complexification of a generic
geodesic If

(14.170) Sε = {(t+ iτ ∈ C : |τ | ≤ ε}
then γx,ξ admits an analytic continuation

(14.171) γCx,ξ : Sε →Mε.

In other words, we consider the zeros of the pullback,

{γ∗x,ξϕC
λ = 0} ⊂ Sε.

We encode the discrete set by the measure

(14.172) [N γC
x,ξ

λj
] =

∑
(t+iτ):ϕC

j (γC
x,ξ(t+iτ))=0

δt+iτ .

We would like to show that for generic geodesics, the complex zeros on the
complexified geodesic condense on the real points and become uniformly distributed
with respect to arc-length. This does not always occur: as in our discussion of
QER theorems, if γx,ξ is the fixed point set of an isometric involution, then “odd”
eigenfunctions under the involution will vanish on the geodesic. The additional
hypothesis is that QER holds for γx,ξ. The following is proved in [Z7]:
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Theorem 14.56. Let (M2, g) be a real analytic Riemannian surface with er-
godic geodesic flow. Let γx,ξ satisfy the QER hypothesis. Then there exists a sub-
sequence of eigenvalues λjk of density one such that for any f ∈ Cc(Sε),

lim
k→∞

∑
(t+iτ):ϕC

j (γC
x,ξ(t+iτ))=0

f(t+ iτ) =

∫
R
f(t) dt.

In other words,

weak∗ lim
k→∞

i

πλjk
[N γC

x,ξ

λj
] = δτ=0,

in the sense of weak* convergence on Cc(Sε). Thus, the complex nodal set intersects
the (parametrized) complexified geodesic in a discrete set which is asymptotically
(as λ→∞) concentrated along the real geodesic with respect to its arc length.

This concentration- equidistribution result is a ‘restricted’ version of the result
of §14.37. As noted there, the limit distribution of complex nodal sets in the ergodic
case is a singular current ddc

√
ρ. The motivation for restricting to geodesics is that

restriction magnifies the singularity of this current. In the case of a geodesic, the
singularity is magnified to a delta-function; for other curves there is additionally a
smooth background measure.

The assumption of ergodicity is crucial. For instance, in the case of a flat
torus, say R2/L where L ⊂ R2 is a generic lattice, the real eigenfunctions are
cos〈λ, x〉, sin〈λ, x〉 where λ ∈ L∗, the dual lattice, with eigenvalue −|λ|2. Consider
a geodesic γx,ξ(t) = x+ tξ. Due to the flatness, the restriction sin〈λ, x0 + tξ0〉 of the

eigenfunction to a geodesic is an eigenfunction of the Laplacian − d2

dt2 of submanifold

metric along the geodesic with eigenvalue −〈λ, ξ0〉2. The complexification of the
restricted eigenfunction is sin〈λ, x0 + (t+ iτ)ξ0〉| and its exponent of its growth is
τ |〈 λ|λ| , ξ0〉|, which can have a wide range of values as the eigenvalue moves along

different rays in L∗. The limit current is i∂∂̄ applied to the limit and thus also has
many limits

The proof involves several new principles which played no role in the global
result of §14.37 and which are specific to geodesics. However, the first steps in the
proof are the same as in the global case. By the Poincaré-Lelong formula (14.82),
we may express the current of summation over the intersection points in (14.172)
in the form,

(14.173) [N γC
x,ξ

λj
] = i∂∂̄t+iτ log

∣∣∣γ∗x,ξϕC
λj (t+ iτ)

∣∣∣2 .
Thus, the main point of the proof is to determine the asymptotics of 1

λj
log
∣∣∣γ∗x,ξϕC

λj
(t+ iτ)

∣∣∣2.

When we freeze τ we put

(14.174) γτx,ξ(t) = γCx,ξ(t+ iτ).

Proposition 14.57. (Growth saturation) If {ϕjk} satisfies QER along any arcs
of γx,ξ, then in L1

loc(Sτ ), we have

lim
k→∞

1

λjk
log
∣∣∣γτ∗x,ξϕC

λjk
(t+ iτ)

∣∣∣2 = |τ |.

Proposition 14.57 immediately implies Theorem 14.56 since we can apply ∂∂̄

to the L1 convergent sequence 1
λjk

log
∣∣∣γ∗x,ξϕC

λjk
(t+ iτ)

∣∣∣2 to obtain ∂∂̄|τ |.
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The upper bound in Proposition 14.57 follows immediately from the known
global estimate

lim
k→∞

1

λj
log |ϕjk(γCx,ξ(ζ)| ≤ |τ |

on all of ∂Mτ . Hence the difficult point is to prove that this growth rate is actually
obtained upon restriction to γCx,ξ. This requires new kinds of arguments related to
the QER theorem.

• Complexifications of restrictions of eigenfunctions to geodesics have in-
commensurate Fourier modes, i.e. higher modes are exponentially larger
than lower modes.

• The quantum ergodic restriction theorem in the real domain shows that
the Fourier coefficients of the top allowed modes are ‘large’ (i.e., as large as
the lower modes). Consequently, the L2 norms of the complexified eigen-
functions along arcs of γCx,ξ achieve the lower bound of Proposition 14.57.

• Invariance of Wigner measures along the geodesic flow implies that the
Wigner measures of restrictions of complexified eigenfunctions to complex-
ified geodesics should tend to constant multiples of Lebesgue measures dt
for each τ > 0. Hence the eigenfunctions everywhere on γCx,ξ achieve the

growth rate of the L2 norms.

These principles are most easily understood in the case of periodic geodesics.
We let γx,ξ : S1 →M parametrize the geodesic with arc-length (where S1 = R/LZ
where L is the length of γx,ξ).

Lemma 14.58. Assume that {ϕj} satisfies QER along the periodic geodesic γx,ξ.
Let ‖γτ∗x,ξϕC

j ‖2L2(S1) be the L2-norm of the complexified restriction of ϕj along γτx,ξ.

Then,

lim
λj→∞

1

λj
log ‖γτ∗x,ξϕC

j ‖2L2(S1) = |τ |.

To prove Lemma 14.58, we study the orbital Fourier series of γτ∗x,ξϕj and of its
complexification. The orbital Fourier coefficients are

νx,ξλj (n) =
1

Lγ

∫ Lγ

0

ϕλj (γx,ξ(t))e
− 2πint

Lγ dt,

and the orbital Fourier series is

(14.175) ϕλj (γx,ξ(t)) =
∑
n∈Z

νx,ξλj (n)e
2πint
Lγ .

Hence the analytic continuation of γτ∗x,ξϕj is given by

(14.176) ϕC
λj (γx,ξ(t+ iτ)) =

∑
n∈Z

νx,ξλj (n)e
2πin(t+iτ)

Lγ .

By the Paley-Wiener theorem for Fourier series, the series converges absolutely and
uniformly for |τ | ≤ ε0. By “energy localization” only the modes with |n| ≤ λj
contribute substantially to the L2 norm. We then observe that the Fourier modes
decouple, since they have different exponential growth rates. We use the QER
hypothesis in the following way:
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Lemma 14.59. Suppose that {ϕλj} is QER along the periodic geodesic γx,ξ.
Then for all ε > 0, there exists Cε > 0 so that∑

n:|n|≥(1−ε)λj
|νx,ξλj (n)|2 ≥ Cε.

Lemma 14.59 implies Lemma 14.58 since it implies that for any ε > 0,∑
n:|n|≥(1−ε)λj

|νx,ξλj (n)|2e−2nτ ≥ Cεe2τ(1−ε)λj .

To go from asymptotics of L2 norms of restrictions to Proposition 14.57 we
then use the third principle:

Proposition 14.60. (Lebesgue limits) If γ∗x,ξϕj 6= 0 (identically), then for all
τ > 0 the sequence

Ux,ξ,τj =
γτ∗x,ξϕ

C
j

‖γτ∗x,ξϕC
j ‖L2(S1)

is QUE with limit measure given by normalized Lebesgue measure on S1.

The proof of Proposition 14.57 is completed by combining Lemma 14.58 and
Proposition 14.60. Theorem 14.56 follows easily from Proposition 14.57.

The proof for non-periodic geodesics is considerably more involved, since one
cannot use Fourier analysis in quite the same way.
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[HoC] L. Hörmander, Notions of convexity. . Modern Birkhäuser Classics. Birkhäuser Boston,
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