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Our Topics

These talks are about random polynomials of
large degree N in m complex variables. We will
equip the space Pm

N of polynomials of degree
N with natural probabality measures. Using
asymptotics of Bergman kernels, we will de-
termine:

• The almost sure distribution of (simulta-
neous) zeros {f1 = · · · = fk = 0} of k ≤ m
polynomials;

• Correlations between zeros.

• The distribution of critical points {∇f = 0}
of f ;

• How zeros and critical points are influenced
by the Newton polytopes of the polynomi-
als.
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Plan of Events

• Talk I: Distribution and correlations be-

tween zeros of general polynomials in CPm

(projective space) and more general Kähler

manifolds (M, ω). The theme is:

Random (Complex) Algebraic Geometry:

How are random hypersurfaces in CPm or

other Kähler manifolds distributed? How

do they intersect? Do zeros tend to repel

or attract or ignore each other?

• Talk II: Random polynomials with fixed New-

ton polytope. How does the Newton poly-

tope impact on the distribution of zeros

and critical points? As we will see, it cre-

ates ‘allowed’ and ‘forbidden’ regions.
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Polynomials

• Monomials: χα(z) = z
α1
1 · · · zαm

m , α ∈ Nm.

• Polynomial of degree p (complex, holomor-

phic, not necessarily homogeneous):

f(z1, . . . , zm) =
∑

α∈Nm:|α|≤p

cαχα(z1, . . . , zm).

• Homogenize to degree p: introduce new

variable z0 and put: χ̂α(z) = z
p−|α|
0 z

α1
1 · · · zαm

m .
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Inner product and Gaussian ensem-
ble

We now define probability measure on Pm. The
simplest are the Gaussian measures, which only
require an inner product. To define them,
we homogenize the polynomials on (C∗)m so
that homogeneous polynomials F of degree p

in m + 1 complex variables. This identifies:

• Pm = H0(CPm,O(p)), the space of holo-
morphic sections of the pth power of the
hyperplane line bundle OCPm(1). Equiv-
alently, they are CR functions on S2m+1

satisfying F (eiθx) = eipθF (x).

H0(CPm,O(p)) carries the SU(m+1)-invariant
inner product

〈F1, F̄2〉 =
∫

S2m+1
F1F̄2 dσ ,

where dσ is Haar measure on the (2m+1)-
sphere S2m+1.
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Random SU(m + 1) polynomials

An orthonormal basis of H0(CPm,O(p)) is given

by
{
‖χα‖−1χα

}
|α|≤p

, where ‖ · ‖ denotes the

norm in H0(CPm,O(p)). (Note that ‖χα‖ de-

pends on p.)

The corresponding SU(m + 1)-invariant Gaus-

sian measure γp is defined by

(1) dγp(s) =
1

πkp
e−|λ|

2
dλ, s =

∑

|α|≤p

λα
χα

‖χα‖
,

where kp = #{α : |α| ≤ p} =
(
m+p

p

)
. Thus,

the coefficients λα are independent complex

Gaussian random variables with mean zero and

variance one.

6



General Kähler manifold

L cx line bundle with hermitian metric

h

↓ curvature of L equals ω

M compact complex/

The Kähler metric/symplectic form ω

and metric h gives an inner product on

the space H0(M, LN) (or H0
J(M, LN)):

〈s1, s2〉 =
∫

M
hN(s1, s2)dVM

where dVM = 1
m!ω

m (m = dimM).
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Distribution of zeros

We first define ‘delta’ functions on zero sets

of one or several polynomials.

Given f1, . . . , fk, k ≤ m, put Zf1,...,fk
= {z ∈

(C∗)m : f1(z) = · · · = fk(z) = 0}. Zf1,...,fk
de-

fines a (k, k) current of integration:

〈ψ, Zf1,...,fk
〉 =

∫

Zf

ψ.

By Wirtinger’s formula, the integral of a scalar

function ϕ over Zf can be defined as

∫

Zf1,...,fk

ϕ
ωn−k

FS

(n− k)!
.
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Expected zero current: Definition

Now consider m independent random polyno-

mials with Newton polytope P , using the con-

ditional probability dγpN . We let EN(Zf1,...,fm)

denote the expected density of their simulta-

neous zeros. It is the measure on C∗m given

by

E|P (Zf1,...,fm)(U) =
∫

dγp|P (f1) · · ·
∫

dγp|P (fm)

×
[
#{z ∈ U : f1(z) = · · · = fm(z) = 0}

]
,

for U ⊂ C∗m, where the integrals

are over H0(CPm,O(pN)).
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Expected distribution of zeros

Theorem 1 We have:

1

(Np)m
EN(Zf1,...,fm) → ωm

FS

in the sense of weak convergence; i.e., for any

open U ⊂ C∗m, we have

1
(Np)mEN

(
#{z ∈ U : f1(z) = · · · = fm(z) = 0}

)

→ m!VolCPm(U) .

Convergence is exponentially fast in the sense

that

EN(Zf1,...,fm) = (Np)mωm
FS

+ O
(
e−λN

)
,

for some positive continuous function λ.
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Almost sure distribution of zeros

In fact, not only is the expected value of
1
NZfN

equal to the Fubini-Study Kähler form

ω, but also:

THEOREM. (S–Zelditch, 1998) Consider a

random sequence {fN} of sections of LN (or

polynomials of degree N), N = 1,2,3, . . . .

Then

1

N
ZfN

→ ω almost surely .
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Expected zeros of k ≤ m polynomi-
als

Theorem We have:

N−1EN(Zf) → ωk
FS
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Bergman kernels, line bundles and
circle bundles

The key ingredient in these results is the Bergman
kernel.

The ‘Bergman kernel’ of a space S of holomor-
phic sections of a line bundle L → M = kernel
of the orthogonal projection to L2 → S.

For asymptotics, we lift to the S1 bundle X =
∂D → M associated to L, i.e. boundary of
the associated unit disk bundle D relative to a
hermitian metric. Then Π is orthogonal pro-
jection from space L2(∂D) of sections to lifts
of sections in S. It is of the form Π(x, y) =∑

j sj(x)sj(y), where {sj} is an orthonormal ba-
sis of S.

In the case M = CPm, L = O(p), X = S2m+1

and sections are just homogeneous polynomi-
als restricted to S2m+1. In this case,

ΠCP
m

p (x, y) = Cp
m〈x, y〉p.
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Bergman kernel, expected mass den-

sity and expected zero density

The importance of ΠN(z, w) is the fol-

lowing:

• ΠN(z, w) = E(S(z) · S(w).

• ∂∂ logΠN(z, z) = E(Zs).

Using ΠN we define a (metric) Kodaira

embedding

ΦN : X → H0(M, LN), ΦN(x) = ΠN(·, x).
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Complex case

Tian-Zelditch Theorem:

1

N
Φ∗

N(ωFS) ∼ ω +
1

N
ϕ1 + · · ·

This immediately tells us that

E

(
1

N
ZsN

)
−→ ω .



Correlations between zeros

Although the expected distribution of zeros is

uniform, the zeros do not behave as if they are

thrown down independently.

The zeros are “correlated.”

The correlation functions

We let KN
(
z1, . . . , zn

)
denote the probability

density of simultaneous zeros at points z1, . . . , zn.
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To define the n-point zero correlation measure

KN
nk(z

1, . . . , zn) we form the product measure

(2)

|Z(s1,...,sk)
|n =

(
|Z(s1,...,sk)

| × · · · × |Z(s1,...,sk)
|

︸ ︷︷ ︸
n

)
on Mn := M × · · · ×M︸ ︷︷ ︸

n
.

To avoid trivial self-correlations, we puncture

out the generalized diagonal in Mn to get the

punctured product space

(3)

Mn = {(z1, . . . , zn) ∈ Mn : zp 6= zq for p 6= q} .

We then restrict |Z(s1,...,sk)
|n to Mn and define

KN
nk(z

1, . . . , zn) = E(|Z(s1,...,sk)
|n).
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The first correlation function K1kN just gives

the expected distribution of simultaneous zeros

of k sections. We have seen:

KN
1k(z

0) = cmkNk + O(Nk−1) ,

for any positive line bundle.

When k = m, the simultaneous zeros almost

surely form a discrete set of points and so this

case is perhaps the most vivid. Roughly speak-

ing, KN
nk(z

1, . . . , zn) gives the probability den-

sity of finding simultaneous zeros at (z1, . . . , zn).
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Are zeros a gas?

Problems

• Do zeros ignore each other? This would

mean KN
nk(z

1, . . . , zn) ≡ 1.

• Do they Repel? Attract ?

• What is the correlation length? I.e. the

length over which zeros interact?
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Small length scales

The density of zeros increases linearly with N .

If we scale by a factor
√

N , the expected den-

sity of zeros stays constant. This is the corre-

lation length.

We rescale to study correlations on this scale:

KN
(

z1
√

N
, . . . ,

zn
√

N

)
−→ K∞

nkm(z1, . . . , zn)

We then define n-point scaling limit zero cor-

relation function

(4)
K̃∞

nkm(z1, . . . , zn)

= limN→∞
(
cmkNk

)−n
KN

nk

(
z1√
N

, . . . , zn√
N

)
.
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Universal scaling limit

The n-point scaling limit zero correla-

tion function K̃∞
nkm(z1, . . . , zn) is given

by a universal rational function, homo-

geneous of degree 0, in the values of

the function ei=(z·w̄)−1
2|z−w|2 and its first

and second derivatives at the points

(z, w) = (zp, zp′), 1 ≤ p, p′ ≤ n. Alter-

nately it is a rational function in z
p
q , z̄

p
q , ezp·z̄p′

The function ei=(z·w̄)−1
2|z−w|2 which appears in

the universal scaling limit is (up to a constant

factor) the Bergman kernel ΠH
1 (z, w) of level

one for the reduced Heisenberg group Hn
red (cf.

§??).
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Correlation length revisted

We have

κkm(r) = 1 + O(r4e−r2), r → +∞.

On the scale r√
N

, correlations are short range

in that they differ from the case of indepen-

dent random points by an exponentially decay-

ing term.
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Explicit universal scaling limit

We have explicit formulas for K̃∞
nkm in all di-

mensions and codimensions.

The most vivid case is when k = m, where the

simultaneous zeros of k-tuples of sections al-

most surely form a set of discrete points. Here

is the small distance asymptotics of κmm in all

dimensions.

Theorem 1 For small values of r, we have

κmm(r) =





m+1
4 r4−2m + O(r8−2m) , as r → 0,

1 + O(r4e−r2), r → +∞.
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Dimensional dependence

• When m = 1, κmm(r) → 0 as r → 0 and one

has “zero repulsion.”

• When m = 2, κmm(r) → 3/4 as r → 0 and

one has a kind of neutrality.

• With m ≥ 3, κmm(r) ↗ ∞ as r → 0 and

there is some kind of attraction between

zeros. One is more likely to find a zero at

a small distance r from another zero than

at a small distance r from a given point;

i.e., zeros tend to clump together in high

dimensions.
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Ideas of Proof

A key object is the Bergman-Szegö projector

Π|P (x, y) =
∑

α∈P

χ̂α(x)χ̂α(y)

||mα||2

of H0(CPm,O(p), P ). Its importance stems from:

• EN

(
|f(z)|2

)
= ΠN(z, z);

• EN(Zf) = ∂̄∂ logΠN(z, z);

• EN(Zf1,...,fk
) = [∂̄∂ logΠN(z, z)]∧k;

Here, we use the Poincare-Lelong formula:

Zs =
√−1
2π

(
∂∂̄ log ‖s‖2h + ∂∂̄ logh

)

=
√−1
2π ∂∂̄ log ‖s‖2h + c1(L, h)
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E(Zs) =

√−1

2π
∂∂̄ logΠN(z, z) + c1(L, h)



Co-area formula for correlations

Generalized Kac-Rice formula

Consider random sections s ∈ H0(M, LN). We
let

DN(x1, . . . , xn; ξ1, . . . , ξn; z1, . . . , zn)

denote the joint probability distrbution of

xj = s(zj), ξj = ∇s(zj), j = 1, . . . , n.

The zero correlations are given by KN(z1, . . . , zn)

=
∫

DN(0, ξ, z)
n∏

j=1

(
‖ξj‖2dξj

)

The JPD

DN(•, •, z1, . . . , zn) = J 1
z∗νN

is also a Gaussian. It may be expressed in terms
of the Bergman kernel.

25



JPD

Define random variables x
p
j , ξ

p
jq

(5)

s(zp) =
k∑

j=1

x
p
je

p
j , ∇s(zp) =

k∑

j=1

m∑

q=1

ξ
p
jqdzp

q⊗e
p
j , p = 1, . . . , n.

We have:

(6)

Dn(x, ξ; z) =
exp〈−∆−1

n v, v〉
πkn(1+m) det∆n

, v = (xξ) ,

where

(7) ∆n =

(
An Bn

B∗n Cn

)

An =
(
A

jp
j′p′

)
=

(
Ex

p
j x̄

p′
j′

)
, Bn =

(
B

jp
j′p′q′

)
=

(
Ex

p
j ξ̄

p′
j′q′

)
, Cn =

(
C

jpq
j′p′q′

)
=

(
Eξ

p
jqξ̄

p′
j′q′

)
;

j, j′ = 1, . . . , k; p, p′ = 1, . . . , n; q, q′ = 1, . . . , m.

(We note that An, Bn, Cn are kn × kn, kn ×
knm, knm × knm matrices, respectively; j, p, q

index the rows, and j′, p′, q′ index the columns.)
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The function Dn(0, ξ; z) is a Gaussian function,

but it is not normalized as a probability density.

It can be represented as

(8) Dn(0, ξ; z) = Zn(z)DΛn(ξ; z),

where

(9) DΛn(ξ; z) =
1

πknm detΛn
exp

(
−〈Λ−1

n ξ, ξ〉
)

is the Gaussian density with covariance matrix

(10)

Λn = Cn−B∗nA−1
n Bn =


C

jpq
j′p′q′ −

∑

j1,p1,j2,p2

B̄
j1p1
jpq Γj1p1

j2p2
B

j2p2
j′p′q′


 (Γ = A−1

n )

and

(11) Zn(z) =
detΛn

πkn det∆n
=

1

πkn detAn
.

This reduces formula (??) to

(12)

Kn(z) =
1

πkn detAn

〈 n∏

p=1

det
(
ξp∗γpξp)

〉

Λn



Heisenberg model and Bergman ker-
nel scaling

Near diagonal asymptotics of the Szegö

kernel on a symplectic manifold:

Choose normal coordinates {zj} centered

at a point P0 ∈ M and a ‘preferred’ local

frame for L. We then have:

N−mΠN(P0 + u√
N

, θ
N ;P0 + v√

N
, ϕ
N )

∼ 1
πmei(θ−ϕ)+u·v̄−1

2(|u|2+|v|2)

·
[
1 +

∑K
r=1 N− r

2br(P0, u, v) + · · ·
]
,

where br is an even/odd polynomial of de-

gree ≤ 5r.
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Complex oscillatory integrals

This is obtained from the Boutet de Monvel

- Sjostrand parametrix for the full Bergman

kernel: Π(x, y) =
∑∞

N=1 ΠN(x, y):

Π(x, y) ∼
∫ ∞
0

eψ(x,y)s(x, y, λ)dλ,

where

• ψ(x, y) = (1− λµ̄

√
a(x,y)√

a(x,x)a(y,y)
.

• s(x, y, λ) ∼ λm ∑∞
j=0 aj(x)λ

−j.
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Asymptotics of ΠN

ΠN is a Fourier coefficient of Π:

ΠN(x, y) =
∫

S1
Π(x, eiθy)eiNθdθ.

Hence, we get

ΠN(z, z) =
∫ ∞
0

∫

S1
eNΨ(z,θ,λ)aN(z, θ, λ,

with

• Ψ(x, θ) = (1− ψ(x, eiθx)).

• aN(x, θ) = s(x, eiθx, λ).

Applying stationary phase: (The critical points
occur only at ϕ = 0.)

ΠN(z, z) ∼ Nm
∞∑

j=0

aj(z)N
−j.

29



Supersymmetric formula

The limit n-point correlation functions are given

by K∞
nkm(z1, . . . , zn) =

C

detA(z)k

∫ 1

det[I + Λ(z)Ω]
dη .

A(z) =
(
ΠH

1 (zp, zq)
)

=
(
π−mei=(zp·z̄q)−1

2|zp−zq|2
)

Λ is constructed from A and its first and second

covariant derivatives.

Ω =
(
Ωpjq

p′j′q′
)
=

(
p
p
p′p

q
q′η

p′
j′ η̄

p
j

)

(1 ≤ p, p′ ≤ n,1 ≤ j, j′ ≤ k,1 ≤ q, q′ ≤ m), where the

ηj, η̄j are anti-commuting (fermionic) variables,

and dη =
∏

j,p dη̄
p
jdη

p
j . The above integral is a

Berezin integral.
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Further results

Variations of these methods give:

• The distribution and correlation of critical

points.

• Mass concentration and Lp norms.

• Analysis of random holomorphic maps x →
[S0(x), · · · , Sn(x)] to projective space and

other varieties.
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Further directions

We have mainly studied complex geometry. But
real geometry is also rich and is more probabal-
istic: certain events (such as the Euler char-
acteristic of a zero set) become random in the
real case.

Moreover, our results to date mostly involve
local behaviour of sections, varieties, maps.
Scaling asymptotics occur on small balls. One
would like to ‘globalize’. Global problems in
the real case include:

• Expected number of components of f−1(0)
for a random real polynomial.

• Expected betti numbers of components.

• Expected number of nodal domains of ran-
dom spherical harmonics.
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In the complex case, one would like to have

probabalistic existence proofs of quantitatively

transversal sections, maps, Lefschetz pencils,...


