LINEARLY CONSTRAINED QUADRATIC FORMS
AND BORDERED MATRICES

In economics, there are many situations where the variables are subject to a constraint. One example is
the following. Assume the wealth (total value) is fixecuas- 0 and there ara goods with prices fixed as
pi > 0. Assume the commodity bundlés, . .., X,) are restricted to those that satigfyX; + - - - + pnXn =
w. Somethings, we then want to maximize another quantify, such as utiligy, . . ., x,).

When we study multidimensional calculus we will consider the method of Lagrange multipliers. In this
handout, we give the linear algebra necessary to state a second derivative test for the method of Lagrange
multipliers. In this context, we need to consider maximizing a quadratic QM = x' Ax on a linear
subspace given bBx = 0. Here,B can havek rows, which corresponds tolinear constraints.

1. Quadratic Forms with Two Variables and One Linear constraint

Before considering the general case, we consider the case of two variable and one linear constraint;
Q(x,y) = a1 x> + 2a;, Xy + ax2 y? on the points satisfying the linear constramtx + b, y = 0 with
(b1, bp) # 0. The points on the linear constraint can be parameterizeéd,by) = t(by, —b;). Then,

Q(thy, -tby) = ay 1 (thy)? + 2ay »(thy) (-tby) + @ (-thy)?
= — [~a11bj + 2a; 2boby — & 2b7] t?
0 bl b2
=—det| by a1 a|t%
by a2 ap»
Therefore,Q(X, y) is positive definite o, x + b, y = 0, if and only if
0 by b

—det bl ai1 a2 > 0.
b ain a»

2. General Theorem

In this section, we discuss the general case of the quadratic@gsn= x" Ax on the null spac8(x) =
0. The matrixA is n x n, so there ar@e variables. We assume thatis k x n and has rank with k < n. We
assume that the variables have been ordered so th@;3let 0, whereB is partitioned so thaB; contains
the firstk columns and, contains the lagt — k columns ofB,

br1 ... bik brksr ... bin

B = and B, =

El

bt .. brk Dekir --- brn

The condition that determines wheth@ris definite on the null space & is the(n + k) x (n + k)
symmetric matrix called thbordered Hessiathat combines the matriX with B andB" on the borders:

o ... 0 bl,l bl,n
H_(o B)_ 0 ... 0 b ... ben
—\BT A)™ b]_,]_ c. bk,l aj1 ... Qin

bl,n bk,n an1 ... dnn
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Since the dimension of the null spacenis- k, we should need to check the signs of determinants-efk
submatrices. Using the fact that @&t) £ 0, we consider thg x j submatrices oH, formed fromH by
deleting the lash + k — j rows and columns:

0 0 b1,1 bl,j—k
| o 0 ba .. b
| b b .
1.1 - k,1 ar1 ... aApj-k
bl,jfk c bk,jfk Aj_k1 --- Qj—kj-k

Theorem 1. LetA be nx n symmetric matrix an8 = [B1 B,] be kx n with rank k anddet(B;) # 0. Let
the bordered Hessiartd; be defined as above, ahll(B) = {x : B(x) = 0} be the null space dB.

a The quadratic form @) = x" Ax is positive definite on the null spadéul(B) iff
(-1*detH;) > 0 for 2k +1 < j <n+k.

b The quadratic form @) = x' Ax is negative definite on the null spadéul(B) iff
(-1))~kdetH) > Ofor 2k + 1 < j < n+ k. (Note that the signs afetH ) alternate with j.)

Remarkl. (i) When we considered one linear constraint 1 andn = 2, we required that - ddtl) > 0

which is compatible with the general result, sinéef2l = 3 = n+ k and we only need to consider the sign

of dettHn,x) = det/H). (ii) Forn — k > 1, we need to consider the sign of more than one determinant.
For cases with more than one constraint; 1 and the border has more than one extra row and column.

Proof.
Since detB1) # 0, we can solve for the null spaceBfin terms of the lash — k variables:

X1 Xk+1
0=B1| : |+Bz| :
Xk Xn
X1 Xk+1 Xi+1
-1 . .
: = _Bl B2 : =J : >
Xk Xn—k Xn—k
A1 A

whereJ = —Bngz. PartitioningA = AT A ] into blocks, wheréA1; isk x k, Az isk x (n — k), and
12 22

Azzis (n — k) x (n — k), the quadratic form on the null space has the following symmetric m&trix
. T All A12 J _ T All\] + A12
== [an azl[f] = [an A
=JTARI +ITAL + AL+ Ag.

On the other hand, we can perform a (non-orthogonal) change of basisroftkalimensional space on
which the quadratic forri is defined:

lk 0 O Ok B: Bx|[lk O O 0 B, O
0 Ik O [|B] A Ap||0 Ik J [=|Bl An Cp
0 J" Ink||B) AL Ax||0 0 I 0 C, E

Here the matriE induces the quadratic form on the null space as we showed above. Since the determinant
of the change of basis matrix is one, this change of basis preserves the determikiardaraf also the
determinants oH; for2k + 1 < j <n+k.

=~
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By usingk row interchanges

0O B O Bl Aun Cp
detH) =det| Bl A;; Cio|=(-D¥detf 0 By O

0 C, E 0o cl, E

Cl, E
= (-1 det(B1)? detE).

This calculation carries over to all tie;, (-1)%detH;) = det(B;)?det(E;_x). Therefore, we can use the
signs of the determinants of tiv¢; for 2k + 1 < j < n + k to check the signs of the determinants of the
principal submatriceg;_o with size ranging from 1 to — k.

The quadratic fornQ for A is positive definite on the null space iff the quadratic formHEois positive
definite iff

= (-1 detB]) det[ B1 0]

(-D¥detH;) = detBy)?detE;_2) >0  for k+1<j<n+k
For the negative definite case, the quadratic f@rfor A is negative definite on the null space iff the
quadratic form foiE is negative definite iff

(-1)) ¥ detH)) = (-1))"*det(By)?detE;_x) >0  for k+1<j<n+k.

3. EXAMPLES

Example 1. Consider the quadratic form
Q(X1, Xo, X3, Xa) = XZ + X5 — X& + X5 + 4XoX3 — 2X1Xa

and linear constraints
X1+Xo+Xx3=0 and Xx; — 93+ x4 =0.
The matrices are

1 0 0 -1
01 2 O 11 1 0
A=lo 2 1 of 2 B:(10-9 1)
-1 0 0 1
Notice that the 2< 2 matrix formed from the first two columns 8fis invertible:

detB;) = detG é) =-1+#0.

We need to form the bordered matrices far1 =44+1=5<j <n+k =6,

0O 011 1 O
001091 8813_19

0 B 11 1 0 0 -1
He = | ot = and Hs=|1 1 1 0 O
B' A 1 0 01 2 O 1001 2
1 -9 0 2 -1 O 1 90 2 -1

01 -1 0 0 1

Since(-1)¥ = (-1)2 = +1, def{Hg) = 24 > 0, and detHs) = 140 > 0, Q is positive definite on the linear
constraint set.
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Problems

1. Let Q be as in the example. Use only the one linear constraint,
X1+ X2+ XxX3=0.

Is Q positive definite on the null space of this one equation?
2. Let Q be as in the example. Use the three linear constraints,

X1 +X2+%3=0

X1 — X3+ X4 =0

X2+ X4 = 0.

Is Q positive definite on the null space of these three equations?
3. Let
1 1 1
A=|1 1 -1] and B=(1 -1 -1).

11 1

Is the quadratic form foA positive definite on the null space of fBf?
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