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Multiplicative Functional for the Heat Equation
on Manifolds with Boundary

Elton P. Hsu

1. Introduction

By the Weitzenböck formula relating the Hodge–de Rham Laplacian and the co-
variant Laplacian for differential forms on a Riemannian manifold, the heat equa-
tion for differential forms is naturally associated with a matrix-valued Feynman–
Kac multiplicative functional determined by the curvature tensor. The case of a
closed manifold (without boundary) is well known and will be briefly reviewed
below. In constrast, the case of manifolds with boundary is not well known, and
for good reasons. Because the absolute boundary condition on differential forms
is Dirichlet in the normal direction and Neumann in the tangential directions, the
associated multiplicative functional is discontinuous and much more difficult to
handle. Ikeda and Watanabe [6; 7] have dealt with this situation by using an ex-
cursion theory (for reflecting Brownian motion) that seems to have been created
especially for this problem. In this paper we suggest a different approach that is
based on an idea of approximation due to Airault [1]. This construction has the
advantage that a key property of the multiplicative functional (i.e., the attendant
Itô’s formula for this functional) follows almost automatically from the approxi-
mate multiplicative functional without resorting to excursion theory, thus greatly
simplifying this part of the theory; see Theorem 3.7.

Before coming to another and more important raison d’être for the present work,
we briefly review some relevant facts for a closed manifold. LetM be a compact,
closed Riemannian manifold and letα0 be a 1-form onM. Consider the following
initial value problem: 

∂α

∂t
= 1

2
�α,

α(·,0) = α0.

(1.1)

Here� = −(d ∗d + d ∗d ) is the Hodge–de Rham Laplacian on differential forms.
Let 1 = trace∇2 be the covariant Laplacian. Then we have the Weitzenböck
formula

�α = 1α − Ricα,

where Ricx : T ∗x M → T ∗x M is the Ricci curvature transform. The solution can
be represented probabilistically as follows. Let{xt } be a Brownian motion onM
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and let{ut } be its horizontal lift in the orthonormal frame bundleO(M) starting
from a frameu0 : Rn → TxM, which we will use to identifyTxM with Rn. Let
Ricu : Rn→ Rn be the Ricci curvature transform at the frameu and consider the
matrix-valued multiplicative functional{Mt } defined along each pathX by

dMt

dt
+ 1

2
Mt Ricut = 0, M0 = I.

The solution of the heat equation can be represented as

α(x, t) = Ex{Mtu
−1
t α0(xt )}. (1.2)

Among many applications of this representation is the following. Consider the
heat semigroup

Ptf(x) =
∫
M

p(t, x, y)f(y) dy, f ∈C∞(M).
Since the exterior differentiation commutes with the Hodge–de Rham Laplacian,
it follows thatα = d(Ptf ) is a solution of(1.1)with the intial conditionα0 = df ;
hence

|∇Ptf(x)|2 ≤ Ex{|Mt |2,2|∇f(xt )|2}.
Letλ(x) be the lower bound of the Ricci curvature atx. Then we have (obviously)
that

|Mt |2,2 ≤ exp

[
−1

2

∫ t

0
λ(xs) ds

]
.

This gives the gradient estimate due to Elworthy [4]:

|∇Ptf(x)|2 ≤ Ex
{
|∇f(xt )|2 exp

[
−1

2

∫ t

0
λ(xs) ds

]}
. (1.3)

Other applications include explicit formulas of Bismut [2] and an integration-by-
parts formula proved by Driver [D] (cf. Stroock and Zeitouni [10] and Hsu [5]).

The present work grows out of an attempt to generalize these and other inter-
esting results to manifolds with boundary. As we will explain in this paper, such
generalizations are by no means routine. In particular, we want to clarify the role
of the Neumann boundary condition in the gradient estimate (1.3). We note that
Qian [8] proved that (1.3) still holds if the boundary is convex. It is therefore nat-
ural to expect a general gradient estimate involving the second fundamental form
integrated against the boundary local time of reflecting Brownian motion. In the
course of our investigation, we find it necessary to give a different construction of
the multiplicative functional, one where the second fundamental form is placed on
a similar footing with the Ricci curvature. Based on this construction, we find the
proper generalization of the gradient estimate (1.3):

|∇Ptf(x)|2 ≤ Ex
{
|∇f(xt )|2 exp

[
−1

2

∫ t

0
λ(xs) ds −

∫ t

0
h(xs) dls

]}
,

where{xs} is a reflecting Brownian motion,L its boundary local time, andh(x)
the lower bound of the second fundamental form atx ∈ ∂M. If M is convex then



Multiplicative Functional for the Heat Equation on Manifolds with Boundary353

we haveh ≥ 0 and the preceding inequality reduces to (1.3), thus recovering the
result of Qian just mentioned.

2. Reflecting Brownian Motion

Throughout this paper, we assume thatM is a compact Riemannian manifold of
dimensionn with boundary∂M. The bundle of orthonormal frames is denoted by
O(M), with the canonical projectionπ : O(M)→ M. A frameu ∈O(M) is an
isometryu : Rn → TxM, the tangent space atx = πu. A curve {ut } in O(M)
is horizontal if, for anye ∈ Rn, the vector field{ute} is parallel along the curve
{πut }. A vector onO(M) is horizontal if it is the tangent vector of a horizontal
curve. For eachv ∈ TxM and a frameu ∈ O(M) such thatπu = x, there is a
unique horizontal vectorV, called the horizontal lift ofv, such thatπ∗V = v. For
eachi = 1, . . . , n, let Hi(u) be the horizontal lift ofuei ∈ TxM. EachHi is a
horizontal vector field onO(M), andH1, . . . , Hn are the fundamental horizontal
vector fields onO(M). Bochner’s horizontal Laplacian is1O(M) =∑n

i=1H
2
i .

For a pointx ∈ ∂M, we denote byν(x) the inward unit normal vector atx. Its
horizontal lift atu is denoted byN(u). Thus,N is a vector field on the boundary

∂O(M) = {u∈O(M) : πu∈ ∂M}.
Let w = {wt } be a Euclidean Brownian motion and consider the following

stochastic differential equation onO(M) with normally reflecting boundary con-
dition:

dut =
n∑
i=1

Hi(ut ) B dwi
t +N(ut ) dlt . (2.1)

By general theory, there is a unique solution to this equation starting from any
given initial frameu0. The process{ut } is a horizontal reflecting Brownian mo-
tion. Letxt = πut . Then it is well known that{xt } is a reflecting Brownian motion
onM, that is, a diffusion process onM generated by the Laplace–Beltrami oper-
ator1M/2 with the Neumann boundary condition. Its transition density function
is the Neumann heat kernelp(t, x, y). The nondecreasing processl is the bound-
ary local time, which increases only whenut ∈ ∂O(M) or, equivalently, when
xt ∈ ∂M.

We denote the space ofn× nmatrices byMn. Now suppose that we have two
smooth functions

R : O(M)→Mn, A : ∂O(M)→Mn.

Define theMn-valued, continuous multiplicative functional{Mt } by

dMt +Mt

{
1

2
R(ut ) dt + A(ut ) dlt

}
= 0, M0 = I.

The following lemma shows that{Mt } is the multiplicative functional associated
with the operator

L = ∂

∂s
− 1

2
[1O(M) − R]
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with the boundary condition

(N − A)F = 0 on ∂O(M). (2.2)

Let ∇HF = {H1F,H2F, . . . , HnF } be the horizontal gradient of a functionF
onO(M).

Lemma 2.1. LetF : O(M)× R+ → Rn be a smooth function. Then

MtF(ut , T − t) = F(u0, T )+
∫ t

0
〈Ms∇HF(us, T − s), dws〉

+
∫ t

0
MsLF(us, T − s) ds

+
∫ t

0
Ms [N − A]F(us, T − s) dls .

Proof. Apply Itô’s formula toMtF(ut , T − t) and use equation (2.1) for the hori-
zontal reflecting Brownian motionu.

3. Discontinuous Multiplicative Functional

In Section 4 we will show that the heat equation on1-forms with the absolute bound-
ary condition is equivalent to the following heat equation on anO(n)-invariant
functionF : O(M)× R+ → Rn:

∂F

∂t
= 1

2
[1O(M) − R]F,

F(·,0) = f,
[QN − (H + P)]F = 0.

HereR = Ric is the Ricci transform. Let’s explain the notation in the boundary
condition. For eachx ∈ ∂M, letP(x) : TxM → TxM be the projection onto the 1-
dimensional normal subspace spanned by the normal vectorn(x), and letP(u) =
u−1P(x)u : Rn→ Rn be its lift to the frame spaceOu(M). ThusP(u) is the pro-
jection onto the 1-dimensional subspace spanned byN(u). LetQ(u) = I −P(u).
LetH(x) : Tx∂M → Tx∂M be the second fundamental form of the boundary∂M

atx. We can regard it as a linear transform onTxM by lettingH(x)ν(x) = 0. Let
H(u) = u−1H(x)u : Rn → Rn be its lift toOu(M). The boundary condition in
the heat equation just displayed consists of two independent components:

Q[N −H ]F = 0, PF = 0. (3.1)

In contrast with (2.2), this is a degenerate boundary condition, becauseQ is a
degenerate matrix. Our goal in this section is to construct the matrix-valued mul-
tiplicative functional associated with this heat equation. The main idea, which
goes back to [1], is to replace theQ in (3.1) byQ+ εI and rewrite the boundary
condition as
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N −H − P

ε

]
F = 0.

According to Lemma 2.1, the multiplicative functional for this approximate bound-
ary condition is given by

dMε
t +Mt

{
1

2
R(ut ) dt +

[
1

ε
P(ut )+H(ut )

]
dlt

}
= 0. (3.2)

The technical part of this work is to show thatMε converges to a discontinuous
multiplicative functionalM (asε ↓ 0) that is the right one for the boundary con-
dition (3.1). In order not to interrupt our exposition, we will move some proofs to
the last section.

Let’s start with a few properties ofMε. Let{
λ(x) = inf v∈TxM,|v|=1〈R(x)v, v〉,
h(x) = inf v∈Tx∂M,|v|=1〈H(x)v, v〉. (3.3)

Lemma 3.1. For all positiveε such thatε−1 ≥ minx∈∂M h(x), we have

|Mε
t |2,2 ≤ exp

[
−1

2

∫ t

0
λ(xs) ds −

∫ t

0
h(xs) dls

]
.

Here| · |2,2 denotes the norm of a matrix as a linear map onRn with the standard
Euclidean norm.

Proof. In this proof we drop the superscriptε for simplicity. Since|M †
t |2,2 =

|Mt |2,2, it is enough to show the inequality forM †
t , the transpose ofMt. Let v ∈

Rn and consider the function

f(t) = |M †
t v|2 = v†MtM

†
t v.

Differentiating with respect tot, we have

d{f(t)} = −2v†Mt

{
1

2
R(ut ) dt +

[
1

ε
P(ut )+H(ut )

]
dlt

}
M †
t v.

For the terms involving the boundary local time, by our assumption onε we have

v†Mt

[
P(ut )

ε
+H(ut )

]
M †
t v ≥ h(xs)|M †

t v|2.
Hence we obtain the inequality

df(t) ≤ −f(t){λ(xt ) dt + 2h(xt ) dlt }.
Solving this differential inequality yields

f(t) ≤ f(0)exp

[
−
∫ t

0
λ(xs) ds − 2

∫ t

0
h(xs) dls

]
.

The desired result follows immediately.

In view of the inequality in Lemma 3.1, we need the following integrability result
concerning the boundary local time.
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Lemma 3.2. For any positive constantC, there is a constantC1 dependent onC
but independent ofx such that

ExeClt ≤ C1e
C1t .

Proof. By the definition of the boundary local time,

Ex lt =
∫ t

0
ds

∫
∂M

p(s, x, y)σ (dy),

whereσ is the Riemannian volume measure of the boundary∂M. The Neumann
heat kernelp(s, x, y) can be constructed by the method of parametrix (see Sato and
Ueno [9]), and we have a Gaussian type upper bound for(s, x, y)∈ (0,1]×M×M:

p(s, x, y) ≤ C

t d/2
e−d(x,y)

2/Ct .

Hence, by a simple calculation we have the inequality

Ex lt ≤ C2

√
t

for some constantC2 independent ofx andt ∈ [0,1].
We now proceed inductively. Suppose that

Ex l nt ≤ Knt n/2 for all x ∈M.
From

l nt = n
∫ t

0
[lt − ls ] n−1dls,

we have

Ex l nt = nEx
∫ t

0
{ExsLn−1

t−s } dls

≤ nKn−1E
∫ t

0
(t − s)(n−1)/2 dls

= 1

2
n(n−1)Kn−1E

∫ t

0
(t − s)(n−3)/2ls ds

≤ 1

2
n(n−1)Kn−1C2

∫ t

0
s1/2(t − s)(n−3)/2 ds

≤ √nKn−1C3t
n/2.

We can afford to be generous and chooseKn such that

Kn = nC3Kn−1 or Kn = n! Cn
3 .

Now it is clear that, ift ≤ 1/2CC3
def= t0, then

ExeClt ≤
∞∑
n=0

Cn

n!
El nt ≤

∞∑
n=0

(CC3t)
n = 1

1− CC3t
≤ 2.
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For anyt ≥ t0, let k = [t/t0]. Then

ExeClt ≤
[

sup
z∈M

EzeClt0
]k

sup
z∈M

EzeClt−kt0 ≤ 2k+1.

It is easy to verify thatk +1≤ 4CC3t, hence

ExeClt ≤ 24CC3t .

This completes the proof.

Define
T∂M = inf {s ≥ 0 : xs ∈ ∂M}
= the first hitting time of∂M.

A point t ≥ T∂M such thatlt− lt−δ > 0 for all positiveδ ≤ t is called aleft support
point of the boundary local timeL.

Lemma 3.3. We haveMε
tP(ut )→ 0 for all left support pointst ≥ T∂M.

Proof. See Lemma 6.1 (in Section 6).

We now come to the main result of this section—namely, the limit limε→0M
ε
t =

Mt exists. The first thing to do is identify the limit. From the definition ofMε
t we

see that, ift is such thatxt /∈ ∂M, then

dMε
t + 1

2M
ε
t R(ut ) dt = 0.

Let {e(s, t), t ≥ s} be the solution of

d

dt
e(s, t)+ 1

2
e(s, t)R(ut ) = 0, e(s, s) = I.

Then, fort ≥ T∂M,
Mε
t = Mε

t∗e(t∗, t),

where for eacht ≥ T∂M we have

t∗ = sup{s ≤ t : xs ∈ ∂M}
= the last exit time from∂M beforet.

Now we extendP : ∂O(M)→Mn to a smooth, projection matrix-valued func-
tion on the whole bundleO(M) and define

Y εt = Mε
tP(ut ), Zε

t = Mε
tQ(ut ).

Note thatY εt + Zε
t = Mε

t . We have

Y εt = I{t<T∂M }Mε
tP(ut )+ I{t≥T∂M }Mε

tP(ut ).

If t ≤ T∂M, thenMε
t = e(0, t); otherwise,

Mε
t = {Zε

t∗ + Y εt∗ }e(t∗, t).
Hence we can write
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Y εt = I{t≤T∂M }e(0, t)P(ut )+ I{t>T∂M }Zε
t∗e(t∗, t)P(ut )+ αεt , (3.4)

where
αεt = I{t≥T∂M }Y εt∗e(t∗, t)P(ut ). (3.5)

If t > T∂M, thent∗ is a left support point of the boundary local time. By Lemma 3.3,
Y εt∗ → 0 asε ↓ 0; henceαεt → 0. On the other hand, by equation (3.2) forMε

t

we have

Zε
t = Q(u0)+

∫ t

0
dMε

sQ(us)+
∫ t

0
Mε
s dQ(us)

= Q(u0)+
∫ t

0
[Y εs + Zε

s ] dχs, (3.6)

where
dχs = −H(us) dls − 1

2R(us)Q(us) ds + dQ(us). (3.7)

Note—and this is an important point—that the term involving 1/ε disappears be-
causeP(us)Q(us) = 0.

From the equations forY ε andZε, we expect that the limit(Yt , Zt ) is the solu-
tion of the following equations:{

Yt = I{t≤T∂M }e(0, t)P(ut )+ I{t>T∂M }Zt∗e(t∗, t)P(ut ),
Zt = Q(u0)+

∫ t
0(Ys + Zs) dχs.

(3.8)

Substituting the first equation into the second, we obtain an equation forZ itself
in the form

Zt = Q(u0)+
∫ t

0
8(Z)s dχs, (3.9)

where

8(Z)s = Zs + I{s≤T∂M }e(0, s)P(us)+ I{s>T∂M }Zs∗e(s∗, s)P(us).
Theorem 3.4. Equation(3.9)has a unique solutionZ. DefineY by the first equa-
tion in (3.8)and letMt = Yt + Zt . Then{Mt } is right continuous with left limits.
FurthermoreMtP(ut ) = 0 wheneverxt ∈ ∂M.
Proof. See Theorem 6.2.

We now come to the main convergence result. For a stochastic processV = {Vt },
we define

|V |∞,t = sup
0≤s≤t
|Vs |.

Theorem 3.5. We have, asε ↓ 0,

E|Zε − Z|2∞,t → 0, E|Y εt − Yt |2→ 0.

HenceE|Mε
t −Mt |2→ 0 asε→ 0.

Proof. See Theorem 6.3.
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Corollary 3.6. {Mt } is a multiplicative functional, and

|Mt |2,2 ≤ exp

[
−1

2

∫ t

0
λ(xs) ds −

∫ t

0
h(xs) dls

]
.

Proof. The first assertion follows because{Mε
t } is a multiplicative functional. Let-

ting ε→ 0 in Lemma 3.1, we obtain the second assertion.

We are now in a position to prove the following important property of the multi-
plicative functional just constructed. Recall thatN denotes the horizontal lift of
the inward normal vector field on∂M.

Theorem 3.7. Let F : O(M) × R+ → R be a smooth function such that
P(u)F(u, t) = 0 for all u∈ ∂O(M) andt ≥ 0. Then we have

MtF(ut , T − t) = F(u0, T )+
∫ t

0
〈Ms∇HF(us, T − s), dws〉

+
∫ t

0
MsLF(us, T − s) ds

+
∫ t

0
Ms [QN −H ]F(us, T − s) dls .

Proof. From Theorem 2.1, we have

Mε
t F(ut , T − t) = F(u0, T )+

∫ t

0
〈Mε

s∇HF(us, T − s), dws〉

+
∫ t

0
Mε
sLF(us, T − s) ds

+
∫ t

0
Mε
s

[
N − 1

ε
P −H

]
F(us, T − s) dls .

The terms involving 1/ε vanish becauseP(us)F(us, T − s) = 0 for us ∈ ∂O(M).
Using Theorem 3.5, we take the limit asε→ 0 to obtain the desired equality. Note
that we can insert aQ(us) beforeN in the local time integral because, on the sup-
port of the local time, we havexs ∈ ∂M andMs = MsQ(us) by Theorem 3.4.

Remark 3.8. The existence of the multiplicative functional{Mt } and the prob-
abilistic representation of the solution of the heat equation (see the next section)
were proved in Ikeda and Watanabe [6; 7]. Our approach is different. By using
the approximate multiplicative functional suggested by Airault [1], we are able to
prove Theorem 3.7 without recourse to excursion theory. Also, by not localizing
the argument, we have clarified the role of the second fundamental form. More
importantly, we are able to obtain Corollary 3.6 without any extra effort. As we
mentioned in Section 1, this inequality was one of the main reasons that motivated
the current investigation.
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4. Heat Equation on 1-Forms

A probabilistic representation of the solution of the initial boundary value prob-
lem for the heat equation associated with the Hodge–de Rham Laplacian on dif-
ferential forms with absolute boundary condition can be obtained easily once we
identify the boundary condition in the form discussed in the previous section.

Let α be ak-formM. At each pointx ∈ ∂M, letQ(x) : TxM → TxM be the
projection to the tangent spaceTx∂M ⊆ TxM. The tangential componentαtan is
defined by

α tan(v1, . . . , vk) = α(Qv1, . . . ,Qvk), vi ∈ TxM.
The normal component is defined as

αnorm= α − αtan.

The formα is said to satisfy the absolute boundary condition if

αnorm= 0 and (dα)norm= 0.

Let3∗xM be the space of differential forms atx ∈M. If x ∈ ∂M, we will use
P(x) : 3∗xM → 3∗xM to denote the orthogonal projection to the normal compo-
nent; that is,P(x)α = αnorm. LetQ(x) = I − P(x).

An orthonormal frameu ∈ O(M) at x = πu can be regarded canonically as
an isometryu : 3∗Rn → 3∗xM. For a differential formα onM, its scalarization
Fα : O(M)→ 3∗Rn is defined byFα(u) = u−1α(πu). As such, it is anRn-valued
function onO(M), which isO(n)-invariant:Fα(ug) = gFα(u) for all g ∈O(n).
Conversely, anyO(n)-invariant,Rn-valued function onO(M) is the scalarization
of a differential form onM.

For simplicity, from now on we consider only 1-forms. Parallel discussion can
be made for forms of higher degrees. The covariant Laplacian1 = trace∇2 on
M is related to Bochner’s horizontal Laplacian1O(M) =∑n

i=1H
2
i onO(M) by

1O(M)Fα(u) = F1α(u).
Let� = −(dd ∗ + d ∗d ) be the Hodge–de Rham Laplacian on differential forms.
The Hodge–de Rham Laplacian� and the covariant Laplacian1 are related by
the Weitzenböck formula

�α = 1α − Ricα,

where Ric(x) : T ∗x M → T ∗x M is the Ricci curvature transform (tensor). This for-
mula can be lifted toO(M) to read

�O(M)Fα = 1O(M)Fα − RicFα,

where now Ric(u) : Rn→ Rn is the lift of the Ricci transform Ric(x).
We will express the absolute boundary condition in terms of scalarizations on

O(M). As before, letN(u) be the horizontal lift of the inward unit normal vector
n(x) to a frameu atx. The second fundamental formH : Tx∂M ⊗R Tx∂M → R
is defined by

H(x)(X, Y ) = 〈∇XY, ν〉, X, Y ∈ Tx∂M.
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By duality,H(x) can also be regarded as a linear mapH(x) : Tx∂M → Tx∂M via
the relation

〈HX, Y 〉 = H(X, Y ).
We extendH to the whole tangent spaceTxM by lettingHν = 0. We denote the
dual ofH still by H : T ∗x M → T ∗x M. As usual, at each frameu we can liftH to
a linear map:

H(u) = u−1H(πu)u : Rn→ Rn.

Lemma 4.1. A 1-form α onM satisfies the absolute boundary condition if and
only if

[QN −H ]Fα − PFα = 0 on ∂O(M).

Proof. It is enough to show that

αnorm= 0 ⇐⇒ PFα = 0

and that, ifαnorm= 0, then

(dα)norm= 0 ⇐⇒ [QN −H ]Fα = 0.

Let θ ∈ T ∗x M be defined byθ(X) = 〈X, ν〉. Thenαnorm = 〈α, θ〉θ. Thus
αnorm= 0 if and only if 〈α, θ〉 = 0. On the other hand,

PFα(u) = u−1P(x)α = u−1(〈α, θ〉θ) = 〈α, θ〉u−1θ.

ThusPFα = 0 if and only ifαnorm= 0.
Next, let {θ i} be an orthonormal basis forT ∗x M with θ1 = θ, and let{fi}

be the dual basis. Thenf1 = ν, the inward unit normal vector. The condition
[QN −H ]Fα = 0 on∂O(M) is equivalent to

Q∇ν α −Hα = 0 on ∂M.

Becausef2, . . . , fn spanT ∗x ∂M, this in turn is equivalent to

(∇ν α)(fi)− (Hα)(fi) = 0, i = 2, . . . , n.

On the other hand,

dα =
∑

1≤i<j≤n
dα(fi, fj )θ

i ∧ θj .

By definition,

(dα)norm=
n∑
i=2

dα(fi, ν)θ
1∧ θ i;

hence(dα)norm= 0 is equivalent to

dα(ν, fi) = 0, i = 2, . . . , n.

The left side is equal to
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dα(ν, f ) = να(fi)+ fiα(ν)− α([ν, fi ])
= (∇ν α)(fi)+ α(∇νfi)− α([ν, fi ])
= (∇ν α)(fi)+ α(∇fi ν)
= (∇ν α)(fi)− (∇fi α)(ν)
= (∇ν α)(fi)− (Hα)(fi).

Here in the second and fourth steps we have usedα(ν) = 0, which follows from
αnorm = 0. It follows that, under the conditionαnorm = 0, (dα)norm = 0 if and
only if [QN −H ]Fα = 0.

Letα0 be a1-form onM and consider the following initial boundary value problem:
∂α

∂t
= 1

2
�α,

α(·,0) = α0,

αnorm= 0, (dα)norm= 0.

(4.1)

LetF = Fα be the scalarization of the solution. Then, by Lemma 4.1, system (4.1)
is equivalent to the following system on anRn-valued function onO(M)× R+:

∂F

∂t
= 1

2
(1O(M) − Ric)F,

F(·,0) = Ff ,
[QN −H ]F − PF = 0.

We have the following probabilistic representation of the solution. Let{Mt } be
the discountinuous multiplicative functional defined in Section 3.

Theorem 4.2. LetF be the scalarization of the solution of the initial boundary
value problem(4.1). Then

F(u, t) = Eu{MtFα0(ut )}.
Equivalently, the solution is given by

α(x, t) = Ex{Mtu
−1
t α0(xt )} (4.2)

for anyu∈O(M) such thatπu = x.
Proof. We haveP(u)F(u, t − s) = 0 for all u ∈ ∂O(M) becauseF satisfies the
absolute boundary condition. ThatF is a solution implies, by Theorem 3.7, that
{MsF(us, t − s), 0 ≤ s ≤ t} is a martingale. Equating the expected values ats =
0 ands = t yields the formula forF(u, t).

5. A Gradient Inequality

LetPtf(x) =
∫
M
p(t, x, y)f(y) dy for f ∈C∞(M),wherep(t, x, y) is the Neu-

mann heat kernel onM. We have the following gradient inequality.
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Theorem 5.1. Suppose that the smallest eigenvalue of the Ricci curvature atx

is λ(x) and the smallest eigenvalue of the second fundamental form atx is h(x).
Then we have the gradient estimate

|∇Ptf(x)| ≤ Ex
{∣∣∇f(xt )|exp

[
−1

2

∫ t

0
λ(xs) ds −

∫ t

0
h(xs) dls

]}
.

Proof. Let α(x, t) = dPtf(x). Thenα satisfies the absolute boundary condition
because∂Ptf/∂ν = 0. Now the Hodge–de Rham Laplacian� commutes withd,
hence

∂α

∂t
= d

(
∂Ptf

∂t

)
= 1

2
d�Ptf = 1

2
� dPtf = 1

2
�α.

Thusα = dPtf is a solution to the heat equation (4.1). By Theorem 4.2, we have
the following generalization of Bismut’s formula (see [2]):

∇Ptf(x) = Ex{Mtu
−1
t ∇f(xt )}.

The desired inequality follows this and Corollary 3.6.

Remark 5.2. IfM is closed (without boundary) or the boundary is convex, we
have

|∇Ptf(x)| ≤ Ex
{
|∇f(xt )|exp

[
−1

2

∫ t

0
λ(xs) ds

]}
. (5.1)

These two special cases were proved by Elworthy [4] and Qian [8], respectively.

6. Some Proofs

This section contains the proofs of the technical results used in Section 3. We
retain the notation used throughout the paper. The results are restated for easy
reference.

Lemma 6.1. We haveMε
tP(ut )→ 0 for all left support pointst ≥ T∂M.

Proof. For simplicity we writeMε asM in this proof. Leta ∈Rn and differenti-
ate the function

f(s) = |P(ut )M †
s a|2 = a†MsP(ut )M

†
s a.

Using the equation forMs yields

df(s) = −2

ε
f(s) dls + dNs, (6.1)

where the stochastic differentialdNs is equal to

1

ε
a†Ms{2P(ut )− P(us)P(ut )− P(ut )P(us)}M †

s a dls

− a†Ms{H(us)P(ut )+ P(ut )H(us)}M †
s a dls

− a†Ms{R(us)P(ut )+ P(ut )R(us)}M †
s a ds.
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By continuity we have, ass ↑ t with xs ∈ ∂M,
P(ut )P(us)→ P(ut )

2 = P(ut ), P(us)P(ut )→ P(ut ).

Hence, by Lemma 3.1, for anyη > 0 there exists aδ > 0 such that, for alls ∈
[t − δ, t ] with xs ∈ ∂M,

|Ms{2P(ut )− P(us)P(ut )− P(ut )P(us)}M †
s | ≤ η.

Also by Lemma 3.1, there is a constantC such that, for alls ∈ [t − δ, t ] with
xs ∈ ∂M,

|Ms{H(us)P(ut )+ P(ut )H(us)}Ms | ≤ C
and

|Ms{R(us)P(ut )+ P(ut )R(us)}Ms | ≤ C.
It follows that

|dNs | ≤ |a|2
[(
η

ε
+ C

)
dls + C ds

]
.

Now, from (6.1) we have

f(t) = e−2(lt−lt−δ)/εf(t − δ)+
∫ t

t−δ
e−2(lt−ls )/ε dNs.

Using the definition off(t) and the estimate fordNs, we find that this equation
gives

|MtP(ut )|2 ≤ e−2(lt−lt−δ)/ε|Mt−δ|2 + η + Cε
2
{1− e−2(lt−lt−δ)/ε}

+ C
∫ t

t−δ
e−2(lt−ls )/ε ds. (6.2)

Becauset is a left support point,lt − ls > 0 for all s < t. Lettingε→ 0 and then
η→ 0 in (6.2), we haveMtP(ut )→ 0.

Theorem 6.2. Equation(3.9)has a unique solutionZ. DefineY by the first equa-
tion in (3.8)and letMt = Yt + Zt . Then{Mt } is right continuous with left limits.
Furthermore,MtP(ut ) = 0 wheneverxt ∈ ∂M.
Proof. The unique solvability of (3.9) is a consequence of the following three
facts.

(1) 8 is Lipschitz in the norm|Z|t = sup0≤s≤t |Zs |; that is, there exists a constant
independent ofZ andt such that

|8(Z1)−8(Z2)|t ≤ CeCt|Z1− Z2|t .
(2) If Z is adapted, then8(Z) is also adapted.
(3) The semimartingale differentialdχs has the form

dχs = a(us) dws + b(us) ds + c(us) dls, (6.3)

with uniformly bounded smooth functionsa, b, c onO(M).
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By the standard Picard iteration, we know that (3.9) has a unique solution that is
a continuous semimartingale. We now defineY by the first equation in (3.8). It is
clear thatY is right continuous with left limits, hence so isMt = Yt + Zt .

Let us now prove thatMtP(ut ) = 0 if xt ∈ ∂M. This is to be expected because
we have imposed the Dirichlet condition in the normal direction. Ifxt ∈ ∂M, then
t = t∗ and we have

Yt = Zt∗Q(ut∗)P(ut∗) = 0.

It remains to show thatZt = ZtQ(ut ) for all t ≥ 0, for if this holds thenZtP(ut ) =
0 and this implies

MtP(ut ) = YtP(ut )+ ZtP(ut ) = 0.

In the rest of the proof we will abbreviateQ(ut) asQt. By Itô’s formula and
(3.9),

d{ZtQt } = Mt dχtQt + Zt dQt +Mt d〈Q,Q〉t
= Mt {dχtQt + d〈Q,Q〉t } + Zt dQt .

From (3.7) and the fact thatQt is a projection matrix, we have

dχtQt = dχt − dQt + dQtQt .

Thus, the stochastic differential afterMt is

dχt − dQt + dQtQt + d〈Q,Q〉t = dχt −Qt dQt .

Hence

d{ZtQt } = Mt {dχt −Qt dQt } + Zt dQt

= Mt dχt + {Zt −MtQt } dQt .

UsingMt dχt = dZt andMtQt = ZtQt we have, for6t = ZtQt −Qt,

d6t = −6t dQt, 60 = Q2
0 −Q0 = 0.

It follows that6t = 0, and the proof is completed.

Theorem 6.3. We have, asε ↓ 0,

E|Zε − Z|∞,t → 0, E|Y εt − Yt | → 0.

HenceE|Mε
t −Mt |2→ 0 asε→ 0.

Proof. We write |Zε − Z|∞,t as|Zε − Z|t to simplify the notation. From (3.4)
and (3.6), we have

Zε
t = Q(u0)+

∫ t

0
8(Zε)s dχs + θ εt ,

where

θ εt =
∫ t

0
αεs dχs. (6.4)

Subtracting from this the equation forZ yields
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Zε
t − Zt =

∫ t

0
{8(Zε)s −8(Z)s} dχs + θ εt .

Let t 7→ τt be the inverse function ofs 7→ s + ls . Then eachτt is a stopping
time. Switching to the new time scaleτt and using the Lipschitz property of8
and standard moment estimates for stochastic integrals, we have

E|Zε − Z|2τt ≤ C2

∫ t

0
E|Zε − Z|2τs ds + 2E|θ ετt |2.

This implies that

E|Zε − Z|2τt ≤ 2
∫ t

0
eC2(t−s)E|θ ετs |2 ds. (6.5)

From (6.3), (3.5), (6.4), and the inequalitiesτs ≤ s andlτs ≤ s, we now have

E|θ ετs |2 ≤ CE
∫ s

0
|Mε

s∗P(us∗)|2{ds + dls}.
It is well known that reflecting Brownian motion does not spend time on the bound-
ary. For a time points such thatxs ∈M, s∗ is a left support point of the boundary
local time. On the other hand, as a measure onR+, the boundary local time is sup-
ported on the set of left support points (and also on the set of right support points,
for that matter). Hence, Lemma 3.3 shows that the integrand tends to zero, and
Lemma 3.1 shows that the integrand is dominated by an integrable random vari-
able. Therefore,E|θ ετs |2 tends to zero boundedly. Now we can letε → 0 in (6.5)
and obtain

lim
ε→0

E|Zε − Z|2τt = 0.

To show that we can replaceτt by t, we note first that, sinceτs ↑ ∞ ass ↑ ∞,
this implies in particular thatZt also satisfies the inequality in Lemma 3.1. Hence,
for a fixedT ≥ 0,

|Zε − Z|2τt∧T ≤ |Zε − Z|2T
is bounded by an integrable random variable independent oft. Now,

E|Zε − Z|2T ≤ E|Zε − Z|2τt + E{|Zε − Z|2T ; τt ≤ T }.
Letting ε→ 0 and thent ↑ ∞, we obtain

lim
ε→0

E|Zε − Z|2T = 0.

Finally, from Lemma 3.1, Lemma 3.3, (3.4), (3.5), and what we have just proved,
it follows that limε→0E|Y εt − Yt |2 = 0 for all t.
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