
Journal of Computational Electronics X:YYY-ZZZ,200?

c©2006 Springer Science Business Media, Inc. Manufactured in The Netherlands

Convergence of Density Functional Iterative Procedures

with a Newton-Raphson Algorithm

J.W. JEROME
Department of Mathematics, Northwestern University, Evanston, IL 60208 USA

jwj@math.northwestern.edu

P.R. SIEVERT, L.-H. YE, I.G. KIM, and A.J. FREEMAN
Department of Physics and Astronomy, Northwestern University, Evanston, IL 60208 USA

art@freeman.phys.northwestern.edu

Abstract. State of the art first-principles calculations of electronic structures aim at finding the ground state
electronic density distribution. The performance of such methodologies is determined by the effectiveness of the
iterative solution of the nonlinear density functional Kohn-Sham equations. We first outline a solution strategy
based on the Newton-Raphson method. A form of the algorithm is then applied to the simplest and earliest
density functional model, i. e. , the atomic Thomas-Fermi model. For the neutral atom, we demonstrate the
effectiveness of a charge conserving Newton-Raphson iterative method for the computation, which is independent
of the starting guess; it converges rapidly, even for a randomly selected normalized starting density.
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1. Introduction

Traditional mixing methods for density functional
theory calculations may not be appropriate for the
larger complex systems of current technological inter-
est. Mixing employs successive approximation iter-
ates of a fixed point mapping. Such iterates are of-
ten found to converge very slowly or not at all. Cur-
rently, mixing is employed at the level of the nonlinear
discretization equations (see Ref. [1] for a discussion
of Anderson mixing, Broyden updates, and the rela-
tion between them). Here an operator version of the
Newton-Raphson method, applied to the Kohn-Sham
system of density functional theory, is suggested.

2. Density Functional Theory

We are interested in the application of density
functional theory to periodic structures in solid-state
physics. A development of the Kohn-Sham system,

as derived from the Hohenberg-Kohn theorem, is pre-
sented in Ref. [2]. The theory represents a many-
electron system in terms of non-interacting effective
particles; the inter-electron effects are transferred to
the exchange-correlation potential, expressed as a
functional of the electron density ρ. The Coulomb po-
tential is also determined in terms of ρ and the fixed
nuclear charge. The consolidated potential is the ef-
fective potential Veff . This leads to the Hamiltonian
H and its associated Kohn-Sham orbitals. We thus
obtain the operator representation of the Kohn-Sham
system as described specifically below. The operator
(structure map) is linearized in our application of the
Newton-Raphson method, and can be incorporated
into existing electronic structure codes (see Ref. [3]).

3. Structure Map

The structure map may be represented schematically
as a mapping P for the self-consistent Kohn-Sham
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equations. It is defined on possible electron density
configurations, satisfying charge conservation laws. A
solution of the Kohn-Sham system is a fixed point ρ,
so that Pρ = ρ. The mapping P can be decomposed
into P = R ◦H ◦ V with

V : ρ 7→ Veff = VC + µexc,

H : Veff 7→ (Λ, u) = (λ1, . . . , λNe , ψ1, . . . , ψNe),

R : (Λ, u) 7→ ρ̃ =
∑

i

wi|ψi|2.

Here, the Coulomb potential VC is determined as the
solution of a Poisson equation subject to a periodic
charge distribution and µexc is the exchange correla-
tion potential, which is typically represented by the
local density approximation (LDA): Ref. [4], and gen-
eralized gradient approximation (GGA): Ref. [5]. The
ψi are Kohn-Sham orbitals in this theory with Kohn-
Sham eigenvalues λi. The occupation numbers are cus-
tomarily expressed in terms of the Fermi-Dirac distri-
bution: wi = [exp(β(λi−µec))+1]−1 for i = 1, . . . , Ne,
satisfying

∑

wi = N (electron number). The electro-
chemical potential µec is determined by this condition.
β = (kBT )−1, for the temperature T and Boltzmann’s
constant kB . For a related study, see Ref. [6].

4. Variational Calculus

We write Pρ as the functional derivative with respect
to ρ, and consider its chain rule representation:

Pρ(ρ) = R′(Λ, u) ◦H ′(V ) ◦ V ′(ρ).

The objective is to find a feasible δρ via the Newton-
Raphson algorithm. An additional constraint is that of
charge conservation:

∫

δρ = 0, which requires that the
effective variation of P does not include δwi. This is
equivalent to an operator projection. In consequence,
the variation of R depends only upon δu, but not upon
δΛ. We find:

• As a functional of ρ, the variation of V is:

δV = V ′(ρ)δρ = δVC + δµexc,

where

• δVC is the solution of the linear Poisson equation

−∇2δVC = 4πδρ.

Derivatives of µexc will depend upon representations
of the exchange and correlation components (see Ref.
[3]). For derivatives of H we compute: H ′(V )δV =
(δΛ, δu), where

• δΛ = (δλ1, . . . , δλNe), δλν = (δV ψν , ψν); and,

• δu = (δψ1, . . . , δψNe) is defined implicitly by:

[H − λν ]δψν = Pν(δλν − δV )ψν = −Pν(δV ψν),

where Pν is the projection onto the orthogonal com-
plement of the spaces M1, . . . ,Mν . Note that the
Rayleigh quotient characterization of eigenvalues and
eigenvectors has been employed in determining H ′.

• As observed before, the variation of R depends
only on δu:

R′(Λ, u)(δu) = 2
∑

i

wi Re {ψ∗

i δψi}.

This completes the determination of Pρ.

5. The Newton Step

The Newton step is based on the map F = I − P ,
so that a fixed point for P is converted into a zero of
F . The exact Newton step follows from: F ′(ρ)δρ =
−F (ρ). This means that δρ is implicitly defined by
the relation (I − Pρ(ρ))δρ = −(I − P )(ρ) for a given
ρ. We then update ρ: ρ̃ = ρ + δρ. What has been
developed is valid at the level of the differential sys-
tem. Galerkin’s method is now invoked, for the ba-
sis functions employed in the algorithm. The key
step is to form the Jacobian matrix approximation
J(ρ) ≈ F ′(ρ). The implementation involving the gen-
eralized minimum residual (GMRES) may be carried
out as described by Kerkhoven and Saad: Ref. [7, p.
537; Appendix C]. It may also be combined with pro-
jection methods: Ref. [8] for the eigenvalue problem.

6. Thomas-Fermi Model

The earliest density functional approach, the
Thomas-Fermi model, avoids the complexity inherent
in the Hamiltonian mapping within the Kohn-Sham
theory, and facilitates the Newton step. This model
has been extensively studied (see Ref. [9] for an expo-
sition of the model, and Ref. [10] for rigorous mathe-
matical statements, including the existence of a unique
energy minimizer for the neutral atom). Ref. [10] in-
cludes discussion of the Dirac and von Weizsäcker ex-
tensions of the model; these are not incorporated here.
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After the functional minimization of the energy, we
obtain, for the atomic number Z, the following map-
ping for the nonnegative density ρ in SI units (see Ref.
[9]):

5κ

3
ρ2/3 (r)− e2

4πε0

Z

|r| +
e2

4πε0

∫

d3r′
ρ(r′)

|r − r′| = µ, (1)

where κ = 35/3π4/3
~

2/(10m). The Lagrange multi-
plier µ, which fixes the number of electrons, may be
set to zero, as appropriate for the neutral atom (see
Ref. [10]). After assuming spherical symmetry, we in-
troduce r = |r| and the Bohr radius,

a0 =
4πε0~

2

me2
. (2)

This allows the introduction of a dimensionless vari-
able x, such that bx = r where,

b =

(

32π2

27Z

)1/3

a0. (3)

However, we are faced with the problem that the
charge density ρ is singular at the origin. The singular-
ity can be removed by transforming to a dimensionless
variable Q which is a function of x:

ρ(r) 7→ A

(

Q(x)

x3/2

)

, (4)

where

A =
25Z2

32(a0π)3
. (5)

Under this scaling transformation our mapping then
has the form

Qout = R ◦ P
[

Qin
]

, (6)

where

P [•] ≡





∞
∫

x

dx′ •
(

x′ − x√
x′

)





3/2

(7)

and

R [•] =
1

∫

∞

0
dx′ •

√
x′

• (8)

is a normalization mapping, which enforces charge con-
servation for the range of R ◦ P .

7. Results and Discussion

To apply the Newton-Raphson method, we intro-
duce the mapping Y = I − R ◦ P . In terms of this
mapping, the iterates are given by Qnew = Qold + δQ,
where δQ is determined by the implicit relation

Y ′
[

Qold
]

δQ = −Y
[

Qold
]

. (9)

The chain rule of the operator calculus must be uti-
lized, as above in the case of the Kohn-Sham mapping.
The format of R yields two terms for its functional
derivative. Note that the argument appears in two dis-
tinct places in Eq. (8). We observed from the numer-
ical computation, upon introducing numerical error
ε > 0, that one can enforce

∫

∞

0
dxδQ(x)

√
x < ε, which

suggests that the Newton-Raphson algorithm satisfies
charge conservation automatically. The figures are
based upon simulations involving a Newton-Raphson
implementation of Eq. (9) with trapezoidal integration
rules. The x-axis grid was defined via a uniform grid
on the t-axis, via the transformation t = lnx. Typical
ranges for t were: −20 ≤ t ≤ 10. It was determined
that the tail calculation associated with the improper
integral (7) is critical to the convergence of the iter-
ation. In order to incorporate the tail, we used the
known asymptotic relation: Q(x)

.
= ( 144

x3 )3/2, x → ∞,
and combined this with a splitting of (x,∞) into
(x, xmax] ∪ (xmax,∞). The cutoff xmax terminates the
discretization, whereas the integral over the second in-
terval admits of exact evaluation as a linear polynomial

function of x: 1728

x3
max

{

1

3
− x

4xmax

}

. For purposes of com-

parison, we introduce the variable χ = Q2/3, where χ
is the unique bounded solution, positive for all non-
negative x, of the boundary-value problem (see Ref.
[9]),

χ′′(x) =
χ3/2

x
,

χ(0) = 1, χ(∞) = 0. (10)

The boundary problem (10) describes the potential
in the Thomas-Fermi model for the neutral atom.
Two additional solutions for χ exist which are ex-
cluded: an unbounded solution corresponding to the
case N > Z, not permitted for a consistent Thomas-
Fermi model; and the (positive) ionic case, for which
χ(x) = 0, x > x0. We solved the boundary problem
(10) to great precision via a shooting method. In do-
ing so, we relied upon the known value of χ′(0). We
then employed three starting ‘guesses’ for the Newton-
Raphson iteration, subject to charge normalization:
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(1) Q0 = χ3/2; (2) Q0(x) = 4π exp(−41/3πx); (3)
Q0(x) = Random(x). Here, the random function has
been normalized to have charge one. Figure 1 displays
the iteration histories for each of the starting ‘guesses’
(1,2,3). Each history is in the form of the `1-norm
of δQ versus the iteration number. It is found that
convergence is rapid in each case, where the stopping
criterion is: `1-distance =

∑ |δQ(xi)| < 10−10.
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Figure 1: The `1 distance of δQ from the origin versus
iteration number. Vertical axis log-scaled. Solid: Q0 =

χ3/2; Dash-Dot: Q0(x) = 4πe−4
1/3πx; Dots: Q0(x) =

Random(x).

To confirm the stability of the fixed point Q, we indi-
cate in Figure 2 the rapidly converging iteration start-
ing with the function Random(x). The ninth, thir-
teenth, and twenty-second iterations are shown in log-
scale. As the iteration proceeds, the Q-tail, and the
Q-function itself, converge toward the asymptotically
decaying solution obtained with the shooting method.
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Figure 2: Convergence of the Newton-Raphson algorithm,
starting with normalized random numbers. Axes log-scaled.
Inset: Random(x); Dash: Iteration 9; Dash-Dot: Iteration
13; Solid: Iteration 22.

8. Summary

We have outlined an acceleration strategy, based
upon the Newton-Raphson iteration method, for so-
lution of the Kohn-Sham equations. As test case, we
have analyzed the earliest density functional theory
model, the Thomas-Fermi atomic model, which can
be formulated without reference to orbitals. We have
shown that the density corresponding to the neutral
atom can be computed by a stable Newton-Raphson
iteration, independent of normalized starting guess, as
applied to an operator fixed point mapping. Accuracy
is corroborated by reference to literature benchmarks.
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