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Lecture 1: Nonlinear Systems

This quarter we continue our study of differential equations, picking up where we left off. The
first chunk of the course will continue to focus on systems of ODEs, where we now move towards
studying nonlinear systems (some key notions include stability and chaos), and the rest of the
course will focus on partial differential equations (PDEs). The study of PDEs will make good use
of various other concepts such as Fourier series, eigenfunction expansions, and Green’s Functions,
which we will develop as needed.

Reactions. As stated above, the main shift is now to studying nonlinear systems, so we begin
with a basic scenario where such systems arise. (We saw one example of a nonlinear system last
quarter in the Lotka-Volterra predator-prey model, and indeed the scenario we will now consider
is born out of similar assumptions.)

Suppose we have three chemicals X, Y, Z undergoing some chemical reaction. Denote the con-
centrations of each respectively by z(t),y(t),2(t). One simple case is where X undergoes some
reaction to produce Y, and then Y undergoes some reaction to produce Z:

X—->Y—>Z

We assume that the rate of change in each concentration is proportional to the concentration itself,
so that in this case we get a system of linear equations:

¥ =~k Y = kix — koy 2 = koy
To be clear, kjx is the rate at which X is lost, which then becomes the rate at which Y is introduced,
but then Y is lost at a rate of koy, which is then the rate at which Z is introduced. This linear
system is something we now how to solve using eigenvalues and eigenvectors.

But in an actual chemical reaction, there could be other interactions taking place: maybe X and
Y react together to produce Z, or to produce some new amount of X, or some new amounts of Y
and Z for instance. The Chemical Law of Mass Action states that the rates at which concentrations
change are proportional to the products of the individual concentrations which are interacting. For
instance, if one X molecule reacts with one Y molecule, then there should be a factor of the form
—axy in each of the expressions for 2’ and 3’ due to “loss”. Consider the reaction given by:

2X+Y =»5Y + 7

where two X molecules react with one Y molecule to produce five Y molecules and one Z molecule.
The concentrations we are interacting are x(t), x(t), y(t), where we have z(t) twice since it is two
X molecules which are used in the reaction. The various rate equations should then have terms
proportional to z2y. (If we had two X and two Y molecules reacting, we would use x2y2.) So, we
for instance the following equation for X:

= —2k12%y.

Here, X is only being used up (i.e. lost) with no new X introduced, hence the negative, and the
factor of two comes from the two X’s involved in the reaction: each instance of the X concentration
is lost at a rate of k12%y, so with two instances the overall loss is 2k;2%y. The concentration of Y
is lost at a rate of kyx2y, but then five new instances of Y are introduced, so we get:

Y = —kiz?y + bkiaty = dkiz’y.
—_—— ——
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This makes sense, since overall there is a net gain of four instances of Y. Finally, we have
2 = kiz?y

since Z is only introduced and now actually used up in the reaction itself.

These nonlinear effects can also be combined with some linear ones, say if X underwent some
reaction to become Y, but at the same time X reacted with Z to become something else. Note
that the same nonlinearity showed up in the predator-prey model last quarter, and for the same
reason: Volterra’s law then stated at the effect which interactions between the two species have on
their populations was proportional to the product of the two populations, which is also what the
law for reactions above states if we considering two chemicals reacting as two “species” interacting.
Proportionality to products of individual “things” reacting/interacting is a general assumption used
in a wide range of phenomena.

Existence & Uniqueness. Now, the resulting nonlinear system we derived above cannot be
solved explicitly, but, as we will see, we nonetheless have good ways of deriving much qualitative
information about the behavior of solutions. As a first step, we of course have a basic existence
and uniqueness theorem:

If f and g2~ are continuous on some region in R" including (to,%g), then the IVP
f(x, ) x(to) = %o has a unique solution defined on some interval around ¢.

To be clear, here f is a function of n variables with n outputs (so something like f : R — R™ or
defined possibly only on some subset of R™) and x(¢) is a vector function in R”, so x’ = f(x,t) is a
system of n ODEs. The notation g—i denotes the partial derivative of f with respect to z;, which,
since f is vector-valued with multiple components, denotes the vector obtained by differentiating
each component of f with respect to z;:

of _ (2% Ofn )
ox; Ox;’" ") Oy /°

All together then, the requirement that af be continuous is really a statement about n? many
functions: n component functions f; each dlfferentlated with respect to n variables x;.

Understanding nonlinear solutions. In certain nice cases we can use what we know about
single ODEs to understand solutions of nonlinear systems. For instance, consider the system

/.3 !
T, =) Ty = —T5.

Even though this is written as a system of two equations, this system is uncoupled, meaning that
actually x1,xs have no effect on each other. We can treat each equation simply as a single ODE,
which in this case can be solved using separation:

) ! 1
th=a3 s =1 - =1~ ——— =t+C and so on,
2x]
and similarly for xs.
But even coupled equations, some techniques from last quarter can come in handy. For instance,
consider now the system

z) = a3 ah = —as.



These are coupled, but if we consider the fraction

vy _ @
x) x5’

by recognizing the left side as fjl% (implicitly assuming that z2 can be expressed as a function of

x1), we can turn out system into the single ODE

3
drg  xy
d:L’l

=,
)

which is separable. Solving this for o in terms of x1 gives

d d 1 1 1
_wgd_ii — xif ~ d—xl <——x§) = 33515 s —Zx% = 15'3[11 + C and so on.

Now, we do not end up with explicit formulas for z1(t), x2(t) here, but rather with an equation
which at least tells us how z1, x2 relate to one another. If nothing else, we know now that the orbits
of the original system—which are the curves traced out by x(t),z2(t) in the xjz2-plane—lie on
curves with equations x‘ll + x% = D for constant D.

Not all nonlinear systems can be studied in this way, via some conversion to a single ODE, so
in general we will rely on understanding equilibrium points and the qualitative behavior of orbits.
We will go into more detail next time.

Lecture 2: Orbits and Nullclines

Warm-Up. We derive a nonlinear system which models the chemical reaction for X and Y given
by
X —=Yand2X+Y — X.

So, some chemical X undergoes some reaction to become Y, while at the same time two instances
of X and one instance of Y react to become a new instance of X. First, the conversion of X to Y in
the first portion contributes kiz terms to 2’ and y'—subtracted for 2’ and added for /. Now, the
nonlinear interactions give terms proportional to 2%y since two instances of X are reacting with one
instance of Y. This occurs for each instance of X being used, so two kex?y terms are subtracted,
but then a new koz?y is added since one instance of X is created, so overall our X equation is:

= —kx— 2k2x2y + k2x2y = —kix — kgxgy

In other words, there is a net “loss” of one instance of X due to the interaction between X and
Y. The Y concentration is only affected by the new Y coming from X — Y and the Y lost in
2X +Y — X, so we get

Y = kiz — koa?y.

Thus the system modeling this reaction is

t' = —kix — koxy

Y = kix — koa’y

for positive constants k1, ko.



Autonomous systems. We will focus for now on autonomous systems x’ = f(x) which have no
explicit dependence on t. As we saw in the single-equation case last quarter, for such systems we
can talk about equilibrium (or constant) solutions, which come from points at which f is zero.

A key fact about autonomous systems is that orbits never intersect one another, and orbits
which intersect themselves must be cycles, i.e. closed periodic orbits. Indeed, suppose x(t),y(t)
describe two orbits of x' = f(x) such that x(¢;) = y(¢2), so that the orbits intersect one another.
The fact that our system is autonomous implies that y(¢ — t; + t2) is also a solution, but this
solution has value at t = ¢ of

y(ti —t1 +t2) = y(t2) = x(t1).

This says that x(t) and y (¢t —t1 + t2) satisfy the same IVP, so by uniqueness they must be the same
function, meaning that x(t),y(¢) trace out the same orbit. Taking y = x, so that x(¢;) = y(z2)
becomes x(t1) = x(t2), covers the case where an orbit intersects itself, in which case we get

x(t) = x(t — t1 + t2),
which says that x(t) is periodic and forms a cycle, or closed orbit.

Nullclines. Apart from identifying equilibrium points, the other key tool in understanding the
nature of orbits of nonlinear systems is the use of nullclines, which are the curves where at least
one of the components of x’ is zero. (A solution of x' = f(x) occurs when all components are
zero.) Nullclines describe points at which a component of x” achieves a maximum or a minimum,
and divide our space into regions where a component of x’ maintains the same sign throughout.
This is simplest to explain and clarify via examples.

Example. Consider the system derived in the Warm-Up, with all constants of proportionality set
equal to 1:

¥ =—x—a%y

y =z — 2%y

Both 2,y are zero simultaneously whenever x = 0, so we get an equilibrium at each point along
the y-axis. (This makes sense in the context of the chemical reaction of the Warm-Up: with no
X present, nothing will happen regardless of Y, since no new Y is “created” and no Y is “lost”
since there is no X available for Y to react with.) These are the only equilibria since for = # 0,
2’ = —x — 2%y = 0 becomes —1 — zy = 0, while ¢/ = 2 — 2%y = 0 becomes 1 — 2y = 0, and these
equations have no common solutions.

But, the equations —1 —zy = 0 and 1 — 2y = 0 (in addition to z = 0) do describe the nullclines
of this system: the z-nullcline is given by ' = —x — 2%y = 0, which excluding the equilibria along
x = 0 simplifies to —1 — zy = 0, and the y-nullcline 3y = x — 2%y = 0 simplifies to 1 — xy = 0. The
resulting curves —1 = zy and 1 = zy (hyperbolas in this case) describe points at which an orbit
will have a vertical (' = 0) or horizontal tangent (y' = 0) respectively, so that the orbit possibly
“changes direction” at such a point:



More importantly, the nullclines divide the plane here into regions of key interest. Consider
for instance a point in the first-quadrant lying above the hyperbola xy = 1. At such a point,
2/ = —x — 2%y is negative and v’ = x — 2%y is also negative. To be clear in the case of ¢/, imagine
taking a fixed z and increasing y so that our point moves up: eventually y will be large enough to
make r — 2%y negative, and so we must then have 3’ < 0 all throughout this region. (This is an
application of the Intermediate Value Theorem from calculus/analysis: if there were a point in this
region at which 3’ was negative and another at which ¢y’ was positive, then y would have to be zero
at some point “in between”, which it is not since this region lies above the nullcline y’ = 0.)

As we pass through the nullcline 3y’ = 0, the sign of 3y changes so that ¢’ is positive all throughout
the portion of the first quadrant lying below the hyperbola zy = 1. By checking the signs of z’, 1/
at some specific points, we can thus determine the signs they will each have throughout the regions
of the xy-plane cutout by the nullclines:

T—X\:b\v&\io

These signs tells us what direction the orbits move in, with the sign of 2’ telling us whether an
orbit moves to the left or to the right, and 3’ telling us whether an orbit moves up or down:



[Lx\io\»gio

So, for instance, an orbit with initial position at (1/2,1/2) will move up and to the left, heading
towards an equilibrium point on the y-axis as ¢ — oo. In the context of the chemical reaction in
the Warm-Up, this corresponds to a concentration of X which is dying out while the concentration
of Y stabilizes; this makes sense since in that reaction X overall was “used up” more than it was
“created” (three X “used” overall with only one “created”), while Y is “used up” just as much as
it is “created”. So, the nullclines do give a fair amount of qualitative information.

Another example. Consider the system

¥=x—y
y/ =z — yQ.
This has two equilibria: (0,0) and (1,1). The z-nullcline is z = y and the y-nullcline is = = y?. By
testing the signs of x — y and = — y? at various points (in particular ones with large/small values
of x,y) we get the following picture of the behavior of orbits:

Note the interesting behavior of an orbit with initial point in the region enclosed by the line y = x
and parabola z = y? where ¥/ < 0 and 2’ > 0: this initially moves up and left, hits the parabola at
a horizontal tangent, moves down and left, hits the line at a vertical tangent, and finally continues
to move down and right as t — oo.

Polar conversions. Apart from using nullclines or other means to determine some qualitative
behavior, one might still hope to be able to find explicit solutions of nonlinear systems. As stated



before, there is no general method which will work here, although some ideas work in some cases.
We already mentioned the idea of describing orbits (so not really explicit solutions) by turning a
system into a single ODE for y in terms of z for instance, or the fact that for a decoupled system
we can solve for each desired function separately using techniques from last quarter.

But here is a new technique for other nonlinear systems. Motivated by the fact that we have
alternate coordinate-systems we can use for describing points in the xy-plane, we look at converting
a given system into one expressed using polar coordinates. For x = rcosf,y = rsinf, taking
derivatives with respect to ¢ gives:

2 =1"cosf — r(sin )¢’
y =1'sinf + r(cos0)f'.

To be clear, r and 6 here are still dependent on t since they vary just as x,y do, so differentiating
something like cos @ requires the chain rule to get (—sin6)8’. We can write this more compactly

using matrix notation:
2’| [cos@ —rsind| 1’
y'|  |sinf rcosf | |6’

and then use an inverse to express r’, 6’ in terms of z/, 1/

| [cos® —rsinf e _1[rcosf rsind]| |2
0| |sinf rcosf y'|  r|—sinf cosb | |y |’
Thus, the autonomous system z’ = f(z,v),y’ = g(x,y) becomes the following in terms of r, 6:

r' =2’ cos@ + 1y sinf = f(rcos®,rsin@)cos® + g(rcos,rsinf)sinf
0 = —x’@ +y’¥ = —f(rcos&,rsin@)% +g(rcos0,rsin9)@.
Here, the f(x,y) and g(x,y) functions in the end are simply expressed in terms of r,6 using

x =rcosf and y = rsinf. Converting to polar coordinates in this way will not help to understand
all nonlinear systems, but it will definitely help for some.

Polar example. Consider the system

o' = —y(a® +y?)

y = 2(a +17).
In polar coordinates, f(z,y) = —y(z? + 3?) becomes f(rcosf,rsinf) = —r3sinf and g(x,y) =
x(2? 4+ y?) becomes g(r cosf,7sin ) = 73 cos . Thus, the polar equivalent of our system is:

r = —r3sinfcosf + r3 cosfsinf = 0

0 = —(—r3sin0)928 4 13 cos g%l = 2,

This is now much simpler to solve: we get that » = rg is constant from the first equation, and then
from the second ¢’ = r% that 0 = r%t + 0y for some constant 6y. The equations

rt)=ry  O(t) =rit+6y

parametrize circles centered at the origin in polar coordinates, which thus form the orbits of our
system. In this case, solving the given system explicitly is not-so-straightforward in terms of x and
1, but becomes more straightforward in polar coordinates.



Lecture 3: Interacting Species

Warm-Up. We determine the long-term behavior of the orbits of the nonlinear system
=x(l-—v22+1y?) —y
y =yl — a2 +y2) + .

This system is not simple to analyze as-is, but converting to polar coordinates produces the following
decoupled system:

7 =[rcosf(1 —r)—rsind]cosf + [rsin@(1 —r) +rcosf]sin@ = r(1 —r)
0 = —[rcosf(1—r) —rsinﬁ]g + [rsinf(1 —7) +T0059]¥ 1

Thus for 6 we get 6(t) =t + 0y, where 6 is constant, which indicates counterclockwise motion.

The first-order nonlinear equation ' = r(1 — r) for r is a logistic equation which can be solved
using separation, but this is not needed if all we seek is to determine qualitative behavior. This has
equilibrium solutions » = 0 and r = 1, which correspond to the origin and unit circle respectively.
(To be clear, » = 1 is an equilibrium point of the ODE ' = r(1 — r), but it does NOT correspond
to an “equilibrium point” of the original xy-system since it is not a constant solution. In this case,
the unit circle r = 1 would be called a “limit cycle” of the system, which is a concept we’ll talk
about later on.) Now, based on the type of analysis we did last quarter, we can see that r — 1
from above for r(0) > 1 and from below for 0 < r(0) < 1:

-

+

Thus, for r(0) > 1 we get orbits which are counter-clockwise moving spirals which are converging
towards the unit circle from the outside, while for 0 < r(0) < 1 we get spirals approaching the unit
circle from the inside:

Q @7\




For r(0) = 1, the orbit is just the unit circle itself, while for r(0) = 0 the orbit is the origin.

Interactions. Recall the Lotka-Volterra predator-prey model:
/

= —ax +bry = (—a+by)x
Y =cy—kaxy = (c—ka)y

where a,b,c, k > 0. Here, x corresponded to the predator species and y the prey, and the “inter-
action” terms came from the assumption that the effect these interactions had on each species was
proportional to the product of the two populations which interact, which as we’ve said is similar-
in-spirit to the assumption modeling chemical reactions. In this case, interactions have a positive
effect on the predator species (hence the +bxy term) but a negative effect (—kzy) on the prey.

But we can also consider more general types of interactions, say ones modeling cooperation
or other forms of competition, by allowing other expressions. For instance, possibly the “propor-
tionality constants” should not be constants after all, but might themselves depend on the present
population. One example of this is due to overcrowding, where an increasing population has a
more and more detrimental effect on the popluation going forward; in the case of logistic equations,
overcrowding was modeled by a quadratic term, not simply a linear one.

So, more generally we will consider autonomous systems of the form

Rl (.ﬁL’, y)l‘

xl
Y = Ra(z,y)y,

where Rp, Ry are used to describe different types of effects affecting the “proportionality” to x
andy respectively. The Lotka-Volterra case of Ry = —a + by, R2 = ¢ — kx models linear death and
birth rates for the predator and prey species respectively, and interactions with affect predator and
prey positive and negatively respectively. Overcrowding can then be incorporated with quadratics
x2,y>—or linear terms in R; and Ry which become quadratics after multiplying through by z or ¥
as in Ry (z,y)r and Ra(x,y)y—so something like

¥ = (—a—dz +by)x
y = (c—kz— fy)y
models predator-prey interactions with overcrowding, where the positive constants d, f describe the

effect overcrowding has on each population. Harvesting/restocking rates which are proportional to
the populations can be incorporated with additional constants:

¥ =(—a—dx+by— Hy)z
y = (c—kz = fy+ Ha)y,

so in this case x is being harvested and y restocked, or with Hy, Hy outside the coefficients of X,y
we get constant-rate harvesting/restocking

' =(—a—dz+by)xr — Hy
y' = (c—ka — fy)y + Ha.
(So not in the form 2/ = Ry(x,y)z,y = Ra(x,y)y in this case.)

Cooperation, where interactions between the two species have a positive effect on both, is ob-
tained by mixed zy terms which are being added in both cases, and competition, where interactions
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affect both species negatively, by xy terms which are subtracted. One final type of effect, which we
will not really consider in any depth going forward but is worth pointing out, is that of satiation,
where the benefit which, say, a prey species provides to a predator species can only get so high,
and decreases as the populations increase. For instance, consider something like

=—x+ ! x
a 1+y 4

= ()
y =y 1ty Y.

Here, the measure of the positive effect ﬁ which interactions have on the predator species x gets
smaller as y increases, and correspondingly the negative effect which interactions have on the prey
species gets smaller; this makes sense if for instance the predator species can only consume so much
prey, so that having more prey available does not provide that much more of a benefit. The term
satiation comes from the fact that the predator’s hunger is satiated.

Positive populations. If we modeling actual populations, we really only care about what happens
for x,y in the first quadrant where x,y are both positive. A basic fact is that if 2(0),y(0) are
initially positive, then z(t), y(t) remain positive for all time. This comes from the fact that distinct
population orbits cannot intersect, so that no orbits in the first quadrant can ever cross an axis.

Example 1. Consider the system

¥=0-r+y)z
y' = (10 +z — 5y)y,

which models cooperation (positive zy terms) between two species with overcrowding. The positive
equilibrium occurs at (8.75,3.75), which comes from solving

5—z+y=0
104+x2—-5=0.

The nullclines are y =z — 5 and y = %:L‘ + 2, which give the following orbit behavior:

In this case, all orbits seem to tends towards the positive equilibrium, meaning that regardless of
the initial populations, the populations in the long-term will stabilize towards (8.75,3.75). This
behavior can be confirmed more carefully using a computer to plot the direction field—i.e. the field
of tangent vectors defined by (2’,1')—and some varying orbits:

11
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In this case, even with overcrowding, the mutual cooperation leads to controlled behavior.
Example 2. Consider now the system

7' = (10 — z + 5y)x
Yy =06+z—y)y

There is an equilibrium point at (—8.75, —3.75), which is outside the first quadrant where popula-
tions are realistic. The nullclines are y = %x —2 and y = x + 5, and give the following behaviors:

Here, populations do not seem to stabilize and appear to grow without restriction. In other words,
the cooperation seems to greatly outweigh the overcrowding, so that both species grow in an
uncontrolled manner. This can be confirmed with a more careful plot:
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Moreover, the y-population appears to grow much more slowly than the z-population.

Lecture 4: Linear Stability

Warm-Up. We analyze the populations modeled by the system

(1 -2z —4y)x
(1 —4x —2y)y.

This describes two competing populations with overcrowding. There is an equilibrium point at

(%, %) with nullclines 1 — 2x — 4y = 0,1 — 42 — 2y = 0 in the first-quadrant. By checking the signs

of ' and 1/, we get the following orbital picture:

The key observation here is that some orbits tends towards one equilibrium at (%,0), but others
tend towards the equilibrium at (0, %) In particular, the behavior is different below y = x versus
above. This is termed competitive exclusion, where competition benefits one species and harms the
other, but which is which depends on the initial sizes.

Note that the given system remains the same if we swap z and y, which accounts for the
symmetry across y = x in the picture above: if (x(¢),y(t)) is an orbit, then so is (y(t),z(t)).
Moreover, for x = y both equations for 2’ and 3’ become the same, which says that if x(¢) alone
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satisfies the resulting equation for z’, then (x(¢), z(t)) is an orbit. This accounts for the orbits along
y = x which actually stabilize towards the equilibrium at (%, %) Deviating a bit away from this
orbit produces the behaviors described previously.

Linear stability. A linear autonomous system is of the form
x =Ax+F

where F is a constant vector and A a constant matrix. We studied such systems in detail last
quarter, where we derived explicit solutions phrased in terms of the eigenvalues and eigenvectors
of A, or more compactly in terms of the matrix exponential e,

For now, let us consider only the case F = 0. (The behavior for nonzero F can be obtained
by translation, as we will see.) Recall that in the 2-dimensional case we had the following types of
behavior for the equilibrium at the origin, depending on the eigenvalues of A:

e stable improper or star node (two negative eigenvalues or one negative and non-deficient):

)

e unstable saddle (one positive, one negative eigenvalue):

i

ESN

e unstable improper or star node (two positive eigenvalues or one positive and non-deficient):

14
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e stable deficient node (one negative deficient eigenvalue):

g

e unstable deficient node (one positive deficient eigenvalue):
9) I

e stable spiral (negative real part non-real eigenvalues):
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e unstable spiral (positive real part non-real eigenvalues):

e neutrally stable center (imaginary eigenvalues):

O

(The lines in the first few pictures come from the eigenvector directions.) These characterizations
came from the types of exponentials e* used in the explicit solutions, or more precisely the possible
signs of A and whether such exponentials were present at all. Here, “stable” (or “asymptotically
stable”) refers to the fact that orbits approach the equilibrium as ¢ — oo, and “unstable” the fact
that orbits move away instead. (Later we will give more precise definitions of these terms, so that
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they apply to nonlinear systems as well.) The “imaginary eigenvalues” case is where we get complex
solutions of the form

e (v 4 iw) = [(cos bt)v — (sin bt)w] 4 i[(cos bt)w + (sin bt)v]

without any real exponentials, and it is this lack of real exponentials which causes the “neutrally
stable” behavior; the presence of a real exponential here causes the “spiraling” effect.

The same types of behaviors occur for higher-dimensional linear autonomous systems, with one
wrinkle we will soon clarify which is not noticeable in the 2-dimensional case. Here is our theorem
on linear stability:

Consider the system x’ = Ax. If A has:

e all eigenvalues with negative real part, the origin is an asymptotically stable equi-
librium point;

e at least one eigenvalue with a positive real part OR all imaginary eigenvalues at
least one of which is deficient, the origin is an unstable equilibrium point; or

e all imaginary eigenvalues, none of which are deficient, the origin is a neutrally
stable equilibrium point.

We will clarify the “imaginary eigenvalues at least one of which is deficient” criteria in a bit. Note
that the case where A has purely real eigenvalues is accounted for here is as well, since in that case
the eigenvalue is its own real part, so that either the first or second conditions above apply. As was
the case last quarter, we are not treating the case of a zero eigenvalue.

Deficient eigenvalues. An eigenvalue of A is deficient if a basis for its eigenspace consisting of
eigenvectors alone cannot be found, so that the use of generalized eigenvectors is required. There
are numerous equivalent ways of saying this, for instance to borrow some terminology from linear
algebra: the dimension of its eigenspace is strictly less than the multiplicity of the eigenvalue,
where “multiplicity” is the number of times the eigenvalue occurs as a root of the characteristic
polynomial. (For those of who have taken Math 334, we can also phrase this as saying that there
is a Jordan block of size larger than 1 corresponding to that eigenvalue in the Jordan form.)

Recall that for a real deficient eigenvalue, in addition to solutions of the form eMv, we also
looked for solutions of the form

eMw + teMy

when trying to form the general solution. In this case, the ¢ term was outweighed by the e* term,
so that the solution would approach the origin or blow up depending on the sign of A. Deficient
real eigenvalues in higher-dimensional cases lead to solutions containing terms of the form

Mg + teMyy + %thAtVQ R %tkemvk
where vg, vy, ve,...,vg form a chain of generalized eigenvectors. Still, even here, the behavior of
the exponentials outweigh the behavior of the polynomial factors.

The difference in higher dimensions is that now deficient imaginary eigenvalues are possible!
This was not the case for 2-dimensional systems: imaginary eigenvalues for n = 2 always lead to
two linearly independent real solutions, coming from the real and imaginary parts of a complex
solution. For n > 2, it is possible to have a deficient imaginary eigenvalue e®*, which would require
the use of generalized complex eigenvectors when forming a solution:
ibt

ety + tetvy + higher-order terms in t.
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Such expressions will lead to terms of the form
t* cos bt, t* sin bt

with £ > 0 in the explicit solution, and such things will blow up as ¢t — co. Thus, the case where
A has all imaginary eigenvalues with at least one being deficient leads to similar behavior as the
case where it has an eigenvalue with a positive real part, causing unstable behavior. This case is
not one we will consider much, but it is worth mentioning in order to get a complete picture.

Where to now? As mentioned previously, the case of X’ = Ax + F where F # 0 is covered by
the analysis above after translating: the behavior of the equilibrium for x’ = Ax + F is obtained
by translating the behavior of the equilibrium for x’ = Ax. So, the case of linear stability covers
non-origin equilibrium points as well. The upshot, as we will see over the next two days, is that in
many cases, linear stability determines nonlinear stability as well, coming from the fact that can
approximate nonlinear systems using linear ones. So, it was important to get a good handle on the
linear case, since it will tell us most of what we want to know in general.

Lecture 5: Nonlinear Stability

Warm-Up. We determine the nature of the equilibrium at the origin for each of the following

systems:
o — [3 —1]X o [—3 —1]X o — [3 1}}{
2 -2 2 =2 2 2

Now, we approach this in a way which avoids computing (at least initially) eigenvalues directly, but
rather using the fact that information about the eigenvalues can be gleamed from the determinant
and trace: the determinant of a matrix is the product of its eigenvalues, and the trace (which
is the sum of diagonal terms) is the sum of its eigenvalues. This will make some of the analysis
computationally simpler.

The matrix defining the first system has negative determinant, so since the determinant is the
product of the eigenvalues, it must have one positive and one negative eigenvalue. Hence the origin
is an unstable saddle equilibrium point of the first system.

The matrix defining the second system has positive determinant, so one possibility is for it to
have real eigenvalues of the same sign. But in fact, positive determinant can also arise with complex
eigenvalues: if a & ib are nonzero complex eigenvalues, the determinant will be (a + ib)(a — ib) =
a® + b%, which is positive. Moreover, in this case the trace is (a + ib) + (a — ib) = 2a, which
could be either negative or positive. Since this matrix has negative trace, it either has two negative
eigenvalues or complex eigenvalues with negative real part. Either way, for sure the origin is a stable
equilibrium point, but to distinguish between the different types of stable equilibria, we would have
to know more about the eigenvalues. The characteristic polynomial is

A2 5N +8,

which has complex, non-real roots, and so the origin for this system is a stable spiral node.

The matrix defining the final system has positive determinant and positive trace, so it either
has two positive real eigenvalues or complex eigenvalues with positive real part. In either case we
get an unstable equilibrium point. Since the characteristic polynomial

A2 —B5\+4
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has real distinct roots, the origin is thus a unstable improper node.

General stability. Now we take a step back and give proper definitions of some of the terms we
introduced last time in the linear case, in order so that they apply to the nonlinear case as well.
Ultimately, we want to capture the idea that “an orbit which is initially close to an equilibrium
remains close” or not in a more formal way.

We will phrase this using the notion of a ball in R™: the ball of radius » > 0 centered at p is
the set of all points whose distance to p is less than 7. Visually, this looks like a disk in R? or a
literal ball in R3, where the usual notions of “radius” and “center” apply. In what follows, x(¢) will
denote the orbit with initial point x(0).

Suppose p is an equilibrium point of a system x’ = f(x). We say that p is:

e stable if given any ball B.(p) around p, there is a another ball Bs(p) such that if x(0) is in
Bs(p), then x(t) is in B(p) for all t > 0;

e unstable if it is not stable, meaning that there is some ball B¢(p) around p so that no matter
how close x(0) initially is to p, eventually x(¢) will not be in B¢(p) for some t > 0.

Let us unpack these definitions. To be stable means that given some measure (as given by the first
ball) for how close to p we want to remain for all time, there is a corresponding measure (given by
the second ball) of how close to p we have to be initially in order to guarantee that happens. In
other words, if we are “close” to p to begin with, we will remain “close” to p forever:

To be unstable means that there is some ball around p so that no matter who close to p we are
initially, we will eventually jump outside of that ball. Intuitively, we will always move away from
p eventually no matter close we are initially:

o Madker \Nous
Cclxe W& Koot PEVISaY e

So, stable vs unstable has to do with the behavior of orbits near p, in terms of whether they
remain close or not. Now, a second consideration is whether orbits approach p in the long-term,
which is not quite the same phenomena as being stable. We say that p is:
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e an attractor if there is some ball B.(p) around p so that if x(0) is in that ball, then x(t)
converges (i.e approaches) p as t — oo, meaning that ||x(t) — p|| — 0 as ¢ — oo where |||
denotes the length of a vector, so that ||x(¢) — p|| is the distance between x(t) and p;

e asymptotically stable if it is stable and an attractor;
e neutrally stable if it is stable but not an attractor;
e a repeller if it is an attractor as ¢ — —oo instead of positive oo, so ||x(t) — p|| = 0 ast — —oc.

Thus, an attractor is an equilibrium point for which orbits which are initially close to p will in the
long-term approach p, and a repeller is one where orbits which are initially close to p will approach
p if we go backwards in time, so that the orbit in a sense emanates from p in this case:

PN

. \ebsl\\’\ §< M
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The distinction between asymptotically and neutrally stable depends on what happens long-term:
in either case we remain “close” to p, but might or might not actually head towards p as t increases:
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An attractor is only required to attract things which are initially close to it (as measured by
the ball in the definition), and might not attract things which are sufficiently far away. The set of
initial points x(0) which are close enough to p so that they determine orbits which do converge to
p is called the basin of attraction of p; if this basin is all of R™, we say the attraction is global, and
if not it is only local. Similarly, in reverse time, we can speak of the basin of repulsion of a repelling
equilibrium point, and whether it is a global repeller or only a local repeller.

The linear case. The formal definitions above do capture the expected behavior in the linear
case. That is, the terms “stable”, “asymptotically stable”, “neutrally stable”, and “unstable” we
used last time there agree with the precise definitions here. We will not give proofs of this fact here,
but you can check the book for some of the details. In the end it comes down to the fact that we
have explicit solutions e*x(0) in the linear case on whose norms (i.e. lengths) which we can find
bounds of the form Me* ||x(0)|| where A bounds the eigenvalues of A in some way. Special to the
linear case is that any attractor must be global, any repeller must be global, and there do not exist
unstable attractors. (The existence of unstable attractors in general might seem counterintuitive,
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but we’ll look at an example in a bit which will make the difference between being “stable” and
“attracting” clear.)

But perhaps it is worth clarifying the definition of “neutrally stable” in this setting. Consider a
linear autonomous system whose defining matrix has imaginary eigenvalues, in which we get orbits

which are shaped like ellipses:
’\ ‘.
l

N
S
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To be stable means that given a ball around p to start with, we can find another ball around p
characterizing initial points which give rise to orbits which remain inside the first ball for all time.
These do not have to be the same ball, as in the picture above, so that orbits which are initially
close to p do not have to remain that same measure of closeness for all time, but still close as
measured by something different instead. In this case, there is thus no need to have the orbit itself
approach p in the long-term, as long as it does not stray too far away, which is what gives rise to
the “neutrally stable” condition.

Unstable attractors. As stated above, a nonlinear system in general can have unstable attractors,
which might seem strange at first. Understanding how this is possible helps to further clarify our
definitions.

Consider the system

-

mZ

As you’ll show on the homework, this system has an equilibrium point at (1,0), and then has an
orbit which consists of the rest of the unit circle oriented counterclockwise. The point here is that
moving along this circle as t — oo brings us eventually closer and closer to (1,0), even though
initially we might move away from (1,0) for a short while:

d=x—y—a>—xy?+

Y =x+y—aly—y’ -

s close

A QL)
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For the ball of initial points which is drawn above, no matter how close to (1,0) we are initially on
the unit circle, as time moves forward we will eventually jump outside of this ball, which says that
(1,0) is unstable: being close to (1,0) initially does not force us to remain close to (1,0).

But, (1,0) is an attractor: if we continue along the unit circle we will in the long-term loop
back around and converge towards (1,0). Now, this alone does not say that (1,0) is an attractor,
since for this we have to know about the behavior of other orbits which are initially close to (1,0),
not just the one given by the rest of the unit circle, but it will in fact be true that all such orbits
which start close (1,0) will converge to (1,0) as t — co. Again, the point here is the difference
between long-term behavior (attractor) and behavior for all time (stable vs unstable).

Example. Consider the system

=—z(1++a24+y%) —y
Y =—y(14+ Va2 +y2) +z.

In polar coordinates this becomes:

¥ = —r—1?

0 =1
Thus first equation gives 1’ 4+ r = —r? < 0, which after multiplying through by e’ becomes
(r(t)e’) <0 for all t.

Hence 7(t)e! is a non-increasing function, so r(t)e! < 7(0)r? for + > 0, and thus r(¢) < r(0)e~t. As
t — oo, this implies 7(t) — 0, which says that the equilibrium at the origin should be an attractor.
In fact, the origin is also stable, so that it is asymptotically stable. Indeed, given any ball B¢(0)
around 0, the same ball Bs(0) = B(0) satisfies the necessary requirement on initial conditions
given in the definition of stable: if x(0) is in this ball, so that r(0) < €, then for all time ¢ > 0 we
have
r(t) < r(0)e " <r((0) <e,

so that x(¢) remains in B.(0) for all time. Moreover, the origin is an asymptotically stable spiral
since 6(t) = t + 6y results in counterclockwise motion with decreasing radius r(t) converging to 0.

Another example. For the system

o =x(1+Va2+y?) —y
Yy =y(l+ Va2 +y?) +a,

the origin is an unstable spiral point. In this case the resulting polar equation for r is ' = r(1+7r),
which gives
' —r=r%?>0, and implies (re”t) >0 for t > 0.
Thus r(t)e~! is non-decreasing, so r(t)e~t > r(0)e® = r(0) and thus
r(t) > r(0)e! for t > 0.

The right side blows up as t — oo, which is what causes the unstable behavior. To be more precise,
take the ball of radius 1 around 0, and any initial radius r(0) however close to 0 you like—then
r(0)e! will be larger than 1 once ¢ is large enough, so that x(¢) jumps outside of B;(0), which
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shows that 0 is unstable, and it is a spiral point since 8 = ¢ + 6 still results in counterclockwise
motion throughout time. (The origin is actually a repeller in this case, but justifying this requires
a different approach since r(0)e! — 0 as t — —oo does not say anything about the behavior of the
larger value 7(t) as t — —o0.)

Linearization. In the two examples above we were able to determine the nature of the equilibrium
at the origin by deriving explicit bounds on r(t) in polar coordinates. But, this will not always be
possible, and it might be even more challenging when considering a non-origin equilibrium. So, we
need a way to characterize equilibria in a way which does not depend on such explicit bounds, or
in other words, which avoids the direct use of the formal definitions of stable, unstable, etc.

The saving grace is an idea we briefly considered last quarter: approximating a nonlinear system
by a linear one. In particular, we use the fact from multivariable calculus that for x near p, the
value of f(x) is well-approximated by the linearization f(p)+ D f(p)(x—p) of f at p, where D f(p)
denotes the Jacobian matriz of f at p, which is the matrix of partial derivatives of f. If p is an
equilibrium point, f(p) is 0 so

f(x)~ f(p) + Df(p)(x —p) = Df(p)(x—p)

for x near p. Thus, orbits of the nonlinear system x’ = f(x) can be well-approximated by orbits
of the linear system x’ = D f(p)(x — p), which we already know how to study quite well. (The use
of x — p instead of simply x in the linear system just has effect of translating the behavior to be
centered at p instead of 0. Note that p is indeed a constant solution of this translated system, but
not of x’ = D f(p)x alone.) The upshot is that in most situations, the nature of the equilibrium
p for the linear system is the same as that for the nonlinear system, and comes down to looking
at the eigenvalues of Df(p). We'll clarify this more next time (in particular what “most” means
here), but will finish now with one example.

Final example. Consider the following system, which models cooperation between two species
with overcrowding:

¥=01-x+y)z

Y =1+ 52— yy.
This has an equilibrium at (4, 3)—there are others which are not in the first quadrant—and a quick
sketch using nullclines suggests that (4, 3) should be an asymptotically stable (i.e. stable attractor)

equilibrium. We can now confirm this using a Jacobian matrix.
This system is of the form x’ = f(x) for the function f : R? — R? defined by

f(z,y) = (z — 22 + yz,y + szy — y?).

To be clear, the first component fi(x,y) =  — 2% + yx comes from the equation for 2’ and the
second component fa(z,y) =y + %xy —y? comes from 3. The Jacobian matrix of this function at
an arbitrary point is formed by taking the partial derivatives of these two compnents:

afi  Ofi

- 1—2x+ T
Dfx)= %8 :[ oY 1+lm—2]'

ox dy 2Y 2 Y

The Jacobian at the equilibrium of interest is

Df(4,3) = [‘4 i }

3 .
3 _3

23



This has positive determinant and negative trace, so has eigenvalues with negative real part. (This
includes the case where the eigenvalues are real, in which case the eigenvalue equals its own real
part.) Thus this equilibrium is asymptotically stable for the linear system, and hence for the
original nonlinear system as well. The eigenvalues turn out to be real and distinct, so that the
equilibrium is actually an improper node, as predicted by the nullclines.

Lecture 6: More on Stability
Warm-Up. Consider the system
¥=(1—-x+y) y’z(l—i—%x—y)y

we finished with last time, which models cooperation between two species with overcrowding.
Previously we verified that the equilibrium at (4, 3) was asymptotically stable, and now we consider
the behavior at the other equilibria: (0,0),(1,0), and (0,1). Recall that the Jacobian matrix for
this system is:
1-2z+4+y T
D = .
F(x) [ %y 1+ %x — 2y}

The Jacobian at each equilibrium point is:

Df(0.0) = [3 ﬂ Df(1.0) = [ . é] DF(0.1) = E _OJ -
2 2
The first has positive eigenvalues, so (0,0) is an unstable improper node (so actually a repeller).
The second has eigenvalues of mixed sign, so (1,0) is an unstable saddle point, and the third also
has eigenvalues of mixed sign (negative determinant), so (0, 1) is also an unstable saddle. Note that
the existence of other equilibria implies that (4, 3) is only a local attractor, since if it were global
then (0,0), (1,0), (0,1) would be in its basin of attraction. Similarly, (0,0) is only locally repelling.
Now, the linear system which approximates this system near (4, 3) is given by:

x' = Df(473>(x - [g])v
which results in the equations:

¥ = —4(x —4)+4(y - 3)
.3

Y = S@—4)-3(y-3).

Let us plot some orbits of both this and the original nonlinear system near (4, 3):
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As expected, the nonlinear orbits (in red) do not behave that differently than the linear orbits (in
purple). Note, however, that although these orbits are almost indistinguishable when we are very
close to (4, 3), they start to differ more so the further away we get. Indeed, once we are outside the
basin of attraction of (4, 3), the nonlinear orbits do something different while the linear orbits still
approach (4, 3) since this is globally attracting for the approximating linear system. So, in general,
we can only expect the linear orbits to provide a reasonable approximation to the nonlinear orbits
if we are sufficiently close to the equilibrium in question.
The linear system which approximates this system near (0, 1) is given by:

' =2(x—-0)+0(y—1)
y =0~ (y-1)

The same is true here: if we are sufficiently close to (0,1) the linear (purple) and nonlinear (red)
orbits are close to one another, but this breaks down as we move further away:

__

Stability theorem. Let us now give the formal statement of the result which allows us to use the
Jacobian matrix to determine stability:
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Suppose p is a hyperbolic equilibrium point of the system x’ = f(x), which means that
the Jacobian matrix D f(p) has only eigenvalues with nonzero real part. Then if all
eigenvalues of Df(p) have negative real part, p is asymptotically stable, while if at
least one eigenvalue has positive real part, p is unstable.

The assumption that p be hyperbolic is only added to simplify the discussion, and technically this
is not needed to get a slightly more general version: as long as D f(p) has some eigenvalue with
positive real part (even if some others have zero real part), p is unstable. What is definitely true,
however, is that if all eigenvalues of D f(p) have zero real part, then we cannot determine stability
properties using the Jacobian alone. We’ll briefly consider some examples of this later, to get a
sense for what can be done in such a scenario.

We will not give a formal proof of this result, but let us give a very rough sketch, at least in the
case where we want to establish asymptotic stability to get a sense for how this type of argument
works. In order to say that p is asymptotically stable, we want to say that an orbit x(¢) will
approach p as t — oo if x(0) is sufficiently close to p to begin with. This comes down to wanting
to make the distance ||x(t) — p|| between x(¢) and p small, where ||-|| denotes the length/norm of
a vector. Now, denote the orbit of the linear approximation with same initial value x(0) = y(0) by
y(t). Since x' = Df(x)(x —p) approximates x’ = f(x), we expect y(t) to be close to x(t), meaning
that we expect ||x(t) — y(¢)]| to be small. On the other hand, if D f(p) only has eigenvalues with
negative real part, then p should be attracting for the linear system, so we expect y(¢) to be close
to p, or in other words ||y(¢) — p|| should be small.

The triangle inequality then allows us to relate these three distances of interest to one another:

1x(t) = pll < [Ix(t) =yl + [ly(#) —pl-

The idea is that since we can make the two terms on the right small, then we can make the term
on the left small as well, which implies that x(¢) should converge to p as required. We can be a
little clearer about why it is exactly that we can make the middle term ||x(¢) — y(¢)| small. We
can express the solution x(t) of x’ = f(x) with initial condition x(0) via an integral as

+ [ o ds

as we saw last quarter when discussing the proof of the existence and uniqueness theorem. Similarly,
we can express the solution y(t) of x' = Df(p)(x — p) with initial condition y(0) = x(0) as:

/Df p)ds.

Thus we can write the difference x(t) — y(¢

x() - y(t) = / F(x(s)) — DF(p)(y(s) — p)] ds,

and we can bound the norm by

Ix(t) - y(0)]| < / 1£(x(s)) — DF)(y(s) — )]l ds.

The definition of differentiability for a multivariable function such as f says precisely that we can
control how large the norm || f(x(s)) — Df(p)(y(s) — p)|| is (i.e. this is what is meant by saying
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that f(x) = f(p) + Df(p)(x — p) for x near p), and being able make this quantity appropriately
small is why we are able to make the integral above appropriate small, and hence ||x(¢) — y(¢)|| as
well. Of course, there is a lot to fill in in order to make this an actual proof, but the core idea is
present.

Another example. Consider the system

/

T =—xy y =2 —1—y.

This has equilibria (0, —1), (£1,0). The Jacobian matrix at an arbitrary point is

and at the equilibria we get:

|

1
0

Df(0,-1)

These have respectively eigenvalues of mixed signs, negative real parts, and negative real parts, so

0

-y

Df = [2:5

| prao =]

0
2

—x
-1

|\

-1

) s

(0,—1) is a saddle point and (£1,0) are both stable spirals:
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Non-hyperbolic example. ***TO BE FINISHED***

What’s the problem? ***T0O BE FINISHED***

Lecture 7: Conservative Systems

Warm-Up. We classify the equilibrium points of the system

**TO BE FINISHED***

Example. Consider the system

=2 +yt -1

y =2 — 2.




which is equivalent to the second-order ODE z” + 2 = 0 which models the harmonic motion of a
spring with no damping. Set H to be the function H(z,y) = %yQ + %332. Consider how H changes
along the orbits of this system: that is, if (z(¢),y(t)) is an orbit, we consider the derivative of
H(z(t),y(t)) with respect to t. This can be computed using the multivariable chain rule:

dH _9Hdr 0H dy
dt Or dt Oy dt
=z’ +yy
=z(y) +y(—2) =0,

where we use the given system to determine that 2’ = y and y’ = —x. This says that the value of
H should not change along this orbit, so that H is constant along this orbit. But the orbit was
arbitrary, so we conclude that H is constant along any orbit of this system.

In particular, this implies that each orbit of this system has to lie on a single level-set of H, so
that if we can determine what these level sets look like, we can get a sense for what the orbits look
like as well. The level sets of H(z,y) = %yQ + %12 are all circles:

H(z,y) = constant ~» z% + y? = constant,

so the orbits of this system should lie on these circles. In this case, we know how to solve this
system explicitly, and are able to see that the orbits are in fact full circles, but the point is that
at least the fact that the orbits lie on circles can be deduced without having the solution available.
The function H we used here is called an integral of this system (we will define this notion more
carefully in a bit), and in this particular instance has a physical interpretation: %yQ gives what’s
called the kinetic energy of the spring, and %1‘2 the potential energy, so H = %yQ + %xz is the total
energy. What we have observed here is that this total energy is conserved along the trajectories of
the motion of the spring.

Another example. Now consider the system

=y y = —sinz,

which is equivalent to z” 4+ sinz = 0 and models the motion of a pendulum. We claim that too
has an integral, meaning (for the most part) a function which is constant along the orbits. Such
an integral H should satisfy:

A _O0Hde  OHdy OH _OH
dt Oz dt 8ydt_8xy y

One way to force this equality to be true is to find a function where

OH . OH
e =ginz and — =

i ay y’

so that %—ij will equal %—IZ siny. In this case this is possible to do, essentially because the equations

for %—g and %—H are decoupled in that each only depends on its own variable; to satisfy %—H =sinz
Y x

we need H to have a k — cosx term where k is constant, and to satisfy %—Z = y the function H

should have a %yQ term, also with possibly a constant added. Let us take the particular choice
L
H = 3V + (1 —cos ),
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which satisfies the requirements. (We took this choice because of its physical significance: %yQ is

the kinetic energy of the pendulum, and 1 — cosx it turns out is its potential energy.)

Since H = %yz + (1 — cosz) is constant along the orbits (because its derivative along an orbit
is zero), we again know that that the orbits of this system lie on the level sets of H. As opposed to
the spring, in this case a given level set of H might consist of multiple orbits, not just one. Plotting
these level sets gives the familiar orbital picture for the pendulum:

**TO BE FINISHED***

Conservative systems. Let us now be more precise. An integral of a system x’' = f(x) is a
differentiable function H such that:

o H = dd—i[ is zero along the orbits of the system, and

e H is nowhere locally constant, meaning that there does not exist any ball on which H is
constant.

(The second requirement is there to rule out trivial cases: if H is globally constant, then it satisfies
H' = 0 for any system, and so systems which have integrals would not be different from systems
in general. We will see in a bit a better reason why the second requirement is there, and why we
also want to rule out being locally constant and not just globally constant.) Note that a system
can have multiple integrals (in particular, adding a constant to an integral still gives an integral),
so there is no uniqueness.

A system which has an integral is said to be conservative. The name comes from the physical
examples considered above, where the integral corresponds to a quantity which is conserved, such
as energy. But this interpretation is not literally the case in all examples: an integral H is a
quantity which is conserved along orbits, but does not necessarily mean that it represents some
type of “energy” or some other physical observable. (Soon we will single out one specific type of
conservative system, one which is Hamiltonian, where H really does mean some type of energy.)
For our purposes, you should view H as some auxillary function we introduce—which might not
have any obvious relation to any interpretation the system might have—in order to help us study
the orbits of the system in question. The key point is that, as we saw before, since H is constant
along orbits, each orbit must lie on a level set of H. (In fact, each level set is a union of orbits in
general.) So, if we know the level sets, we have a pretty good handle on the orbits themselves.
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No attractors/repellers. Here then is one non-obvious feature of a conservatives system: it
cannot have any attractors or repellers. Thus, any equilibrium point of a conservative system must
be either neutrally stable or something like a saddle; stable/unstable spirals are not allowed, nor
are stable/unstable improper nodes. This was indeed the case for the equilibria in the spring and
pendulum examples.

Let us prove this fact for the case of attractors. Suppose H is an integral and that p is
an attracting equilibrium. Take any orbit x(¢) whose initial point x(0) lies within the basin of
attraction of p. Since H is an integral, it must be constant along this orbit, so that H(x(t)) = ¢
for some constant ¢ and all ¢ > 0. But as ¢t — oo, x(t) — p, and continuity of H implies that

H(x(t)) — H(p)-

But the left side is the constant ¢, and the limit of a constant is itself, so ¢ must in fact equal
H(p). That is to say, the value of H along any point of the orbit x(¢) is H(p). Now if we pick a
different initial point within the basin of attraction, the same will be true: the value of H along
this new orbit is also H(p). Thus, this implies that the value of H at all points within the basin
of attraction is H(p), so that H is constant throughout this basin of attraction, contradicting the
nowhere locally constant condition in the definition of an integral. (It is always possible to surround
p by some ball which remains within the basin of attraction; for those of who you know the lingo,
the basin of attraction is an open subset of R™.) Thus we conclude that p could not have been an
attractor after all. The proof in the case of repellers is exactly the same, only we take ¢ - —o0
instead of t — oo and use the basin of repulsion instead of the basin of attraction.

Hamiltonian systems. Take R?" and write its coordinates (of which there are an even number)

as (x,y) = (T1,- -, Tn, Y1, -, Yn)- A Hamiltonian system is a system on R?" of the form
, OH
.CL'Z' —
dyi
,  OH
Yi = aml

where H(x,y) is a 2n-variable function. (Note that above there are 2n equations in total which
come in pairs: two which relate z1 and y;, two which relate x5 and y2, and so on.) The function
H is called the Hamiltonian of the system, and is always constant along the orbits:

oOH oOH OHOH OHOH
H/ = ! iy = =
Z <390z‘ nt yi yl) Z <390z‘ 0y; * yi 3$z‘> /

% %

Thus, any Hamiltonian system is conservative, at least if we assume that H is non-trivial. Hamil-
tonian systems arise in physics, where H is literally meant to be interpreted as an energy function.
In particular, the spring and pendulum systems we first considered are in fact Hamiltonian, where
the integrals introduced there are functions which give total energy.

Hamiltonian systems are nice examples of conservatives systems, since it is usually simple
to determine if a given system is Hamiltonian, but not so simple to determine if a system is
conservative in the non-Hamiltonian cases; in other words, integrals in general are not easy to find,
but Hamiltonians are, if they exist. Nevertheless, we know that the orbits of a Hamiltonian system
must lie on level sets of the Hamiltonian (conservation of energy), and that a Hamiltonian system
has no attractors nor repellers. We will mention one other nice geometric feature of Hamiltonian
systems next time, just for fun.
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Example. The system
¥ =3z -2y vy =5x — 3y

is Hamiltonian. Indeed, to be Hamiltonian requires the existence of a function H(x,y) such that

OH OH
¥=-""=3rx—-2y and ¢y =-——— =5z — .
oy ox

If we anti-differentiate with respect to y, the first condition says that H must be of the form
H = 3zy — y* + V(x)

where V' is some function of x, and then the second condition requires that % = —5x, SO We can
take V = —%12. Thus H = 32y — y? — gac2 is a Hamiltonian function for this sytem.

Lecture 8: Lyapunov Functions
Warm-Up 1. We show that the system
¥ = —6x + 4y y = —10x + 6y
is Hamiltonian, and use this to visualize the orbits. ***TO BE FINISHED ***
Warm-Up 2. We show that the system
T =x y = —2zy
is Hamiltonian, and use this to visualize the orbits. ***TO BE FINISHED***
Symplectic geometry. ***TO BE FINISHED***
Example. Consider the system
P =y—2a° y =—xz—y".

Set V' to be the function V(x,y) = 22 + 2. Let us compute the change in V along orbits:

ov ov
Vi= 2l 2y
oz " + dy
= 2z(y — a°) + 2y(—x — y)
= —225 — 248,

We see that V' is zero at the origin, and negative elsewhere. This says that V must be decreasing
along an orbit, or in other words motion along an orbit must occur towards decreasing values of
V. In this case the level sets of V' are circles centered at the origin, with smaller values of V
corresponding to smaller circles, so orbits of this system must pass through smaller and smaller
circles forward in time:
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This seems to suggest that the orbits should be approaching the equilibrium at the origin, which
is in fact true. The function V here is called a (strong) Lyapunov function for this system, and the
point is that finding such functions help us determine some stability properties. Think of V' as an
auxiliary function we introduce to help us control the behavior of orbits, similar to an integral for a
conservative system; here, though, the auxiliary Lyapunov function is not constant along the orbits
as in the integral case, but rather decreasing so that the direction of the orbits can be determined
from the level sets of V.

Definiteness. Here are the key notions we need. Suppose p is an equilibrium point of some
system. We say that a (differentiable) function V is:

e positive definite at p if V is 0 at p and positive elsewhere. We can distinguish between local
and global positive definiteness depending on whether V' is positive only on some ball around
p or everywhere outside p;

e positive semidefinite at p if we take the same definition only relax V' being positive elsewhere
to only nonnegative, so that it might be zero at some other points as well. Again we have
local and global versions of this;

e (locally/globally) negative definite at p if V is 0 at p and negative elsewhere; and

e (locally/globally) negative semidefinite if we only require that V' be nonpositive elsewhere.

Using V' (the derivative along orbits) in place V, we can also talk about V' being some version of
definite or semidefinite.

One class of functions for which the type of definiteness it might have is simple-ish to determine
are those which are quadratic forms, which are functions which looks like:

bl |z
V = az® +2b 2= “ .

axr” + 20xy + cy [x y] [b el |y
The final expression is given in terms of matrix multiplication. (There are analogous versions in
higher dimensions.) The definiteness of V' comes down to the eigenvalues of the defining matrix
[‘g IC’]: positive definite corresponds to positive eigenvalues, semidefinite allows one or both to be
zero, and similarly for the negative definite conditions. (In general, quadratic forms give “second-

order approximations” via Taylor polynomials to general definite functions.)

Lyapunov’s Theorem. The precise version of our stability result in terms of Lyapunov functions
is the following:
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if there exists a function V' which is locally /globally positive definite at p such that V” is
locally /globally negative definite at p, then p is locally/globally asymptotically stable;
while if there exists V positive definite but for which V’ is only negative semidefinite at
p, then p can only be guaranteed to be stable.

In the first case, we say that V is a strong Lyapunov function for the system, while in the second
it is a weak Lyapunov function. In the weak case, we cannot distinguish using V' alone whether p
is asymptotically or neutrally stable. But, the idea is that perhaps there is some other Lyapunov
function we can use instead which can distinguish between these two. In general, finding a “good”
Lyapunov function to use is somewhat of an art form, but in many cases we should start by
considering a quadratic form.

Let us give a sense of the proof of Lyapunov’s Theorem. The picture we drew before gives
the basic idea, but does not along guarantee that an orbit should converge to the equilibrium; in
particular, we can imagine an orbit with the following behavior:

which does pass through circles of smaller and smaller radii as time increases, but can get arbitrarily

close to the circle at V = 1 without ever actually hitting it. It is not clear that this cannot actually

happen when V’ < 0, so we have to be careful about ruling this out. (This can happen when V’ <0,

which is why in the V' being negative semidefinite case we might only get neutral stability.)
**TO BE FINISHED***

Back to example. Let us return to our first example:

x/:y_x5 y':—x—y7

and think about how we can find an appropriate Lyapunov function if we did not know of one
beforehand. Since quadratic forms are functions can definiteness can be easily determined, let us
first consider a function of the form V = ax? + cy?. The question is whether we can find a, ¢ which
will make this a Lyapunov function. Of course, we should already have a sense that the origin
here is meant to be asymptotically stable, which we can guess by looking at the direction field and
determine the direction of orbits using nullclines.

We have:

V' =2ax(y — 2°) + 2cy(—x — y") = —2a2® — 2¢y® + (2a — 2¢)zy.

The terms —2ax® and —2cy® will certainly be negative if a,c are chosen to be positive, but the
mixed term with zy can take on different signs. One easy way to avoid dealing with this is to make
the coefficient 2a — 2¢ equal zero by choosing a = ¢. Thus for a = ¢ positive the function V’ will be
(globally) negative definite, and these also make V definite. Thus any V = az? + ay? with a > 0
will be global strong Lyapunov function, so the origin is globally asymptotically stable.
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Another example. Consider the system
T =y y = —2x — 3y.
Take a general quadratic form V = ax? + 2bxy + cy?. Then:

V' = (2az + 2by)y + (2bz + 2cy)(—2z — 3y)
= (2b — 6¢)y? — 4bx® + (2a — 6b — 4c)zy.

The squared terms will be negative if 2b — 6¢ < 0 and b > 0. Now, again the mixed xy term might
pose a problem, but this can be handled by picking 2a — 6b — 4c¢ to be zero. On top of this, since:

ety )

in order for V to be positive definite we need [g Z] to have positive eigenvalues. (Since this matrix
is symmetric, all eigenvalues are real.)

So we start making some choices: for b > 0 let us take b = 1; then for 2b — 6c = 2 — 6¢ < 0 let
us take ¢ = 1; and then 2a — 6b — 4¢ = 0 forces a = 5. The resulting matrix |3 }] does have positive
eigenvalues, so these choices will indeed give a global strong Lyapunov function V' = 522 + 2y +y2.
Thus the origin is globally asymptotically stable.

Lecture 9: Cycles and Limiting Behavior

Warm-Up. We use Lyapunov functions to determine the stability at the origin of

o=@ —yPy—2) Y =—(r-y>*(z+y).

Let us look for one of the form V' = az? + cy?. (Of course, we do not know beforehand that this
will work—it will in this case—but it is simpler to try this first before a more general quadratic
form.) We have:

V! = 2az(x — y)*(y — x) — 2cy(z — y)*(x +y)
= (z — y)*[-2a2® — 2cy® + (2a — 2c)zy).

This will be zero at point along the line y = x, so the best we can hope for here is a weak Lyapunov
function. But this can be achieved by taking a = ¢ to get rid of the mixed terms and then
a = ¢ > 0. Any such choice will make V positive definite, so we do get a weak Lyapunov function,
say V = x? + y2. Thus the origin is stable.

Now, to distinguish between asymptotic and neutral stability, Lyapunov functions are not
enough. But, note that any point on the line ¥y = z is an equilibrium, and that such points
get arbitrarily close to (0,0). Thus the origin cannot be an attractor since it it were some of the
points on x = y would be within its basin of attraction, which is not possible. Thus the origin is
neutrally stable.

Other Lyapunov functions. Other types of Lyapunov functions can be used to indicate other
types of behavior. For example, instability can be detected this way (the book gives this result),
as can a stronger form of stability known as “exponential stability”. Beyond stability, auxiliary
Lyapunov functions can be used to prove that orbits are bounded (we’ll see an example of this
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soon), or unbounded, or whatever. We will not get into this in any more detail here, but suffice it
to say that a lot more is known.

Limit cycles. There exist other types of limiting behavior beyond converging to an equilibrium
point. We saw an example in the first week in the following system:

?=x(1—-v22+y?)—y ¢y =y(l—Va2+y?) +uz

In polar coordinates this becomes
r=r(1-r) 0 =1,

so the unit circle 7 = 1 forms a single orbit. By tracking the sign of 7/, we see that r is decreasing
above r = 1 and increasing below, all nonconstant orbits will approach in the long-term. So, we
have in this case not an attracting equilibrium point, but an entire cycle which attracts, which is
an example of a “limit cycle”:

9 @7\

To be clear, a limit cycle is a cycle which attracts or repels some (at least one) nearby orbit.
Then, we say that this an attracting/repelling limit cycle if it attracts/repels all nearby orbits. In
the example above, the unit circle is a globally attracting limit cycle. Note that orbits within the
circle are repelled from the equilibrium at the origin towards the attracting circle. Also, this limit
cycle contains the equilibrium at the origin in its interior, which is a general phenomenon: any
limit cycle must enclose an equilibrium point.

Cycle-graphs. Now consider the system
¥ =x(1—2—-3.7y+2zy+v*) ¥ =y(—1+y+3.75x — 22° — xy),

which the book considers as well. Here is a picture of an orbit, which moves counterclockwise :
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Going backward in time, this orbit emanates from some equilibrium point (it is (0.25,025)) in the
first quadrant, but forward in time it approaches a triangle-shaped figure:
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This figure is NOT a cycle, but rather consists of three equilibrium points (the corners) and three
orbits (line segments), each of which heads from one equilibrium to another. Such a figure is called
a cycle-graph, which in general is a graph (a collection of vertices and edges) whose vertices are
equilibrium points and whose edges are orbits which are repelled from a vertex as t — —oo and are
attracted to a vertex as t — oo. Thus, in addition to equilibrium points and limit cycles, it can
also be the case that an orbit approaches a cycle-graph

Poincaré-Bendixon. And that is it as far planar systems goes! The Poincaré-Bendizon Theorem
states that any bounded (as t — oo or t — —o0) orbit of a planar 2-dimensional system has to
approach either an equilibrium point, a limit cycle, or a cycle-graph. Thus, (bounded) orbits of
planar systems behave in controlled, predictable ways in the long-term.

In the example above, the orbit which was drawn originally approaches a cycle-graph (the
triangle) as ¢ — oo and an equilibrium point as ¢ — —oo. In the example before (in polar
coordiantes), orbits within the unit circle approach a limit cycle as ¢ — oo and an equilibrium
point as t — —oo. Orbits which are outside the unit circle approach the same limit cycle as t — oo,
but do not approach anything as t — —oo: the Poincaré-Bendixon Theorem does not apply in this
direction since these orbits are unbounded as t — —oo. Another useful notion is that of a limit
set: the positive limit set of an orbit is the set of points it comes arbitrarily close to as t — oo,
and the negative limit set is the set of points it comes arbitrary close to as t — —oo. So, these
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limit sets consist of equilibrium points, limit cycles, portions of cycle-graphs (not necessarily the
full cycle-graph), or are empty in the unbounded case.

Example 1. ***T0O BE FINISHED***
Example 2. Consider the system
t' =y + x4 — 222 — 3y?) y = —z+y4— 22 — 3

and take V = 22 4 42, which for now is just some auxiliary “Lyapunov-like” function we will try
to use to control the behavior of orbits. We compute:

V' =22y + x4 — 222 — 3y)] + 2y[—x + y(4 — 227 — 3y%)] = (22 + 2¢°) (4 — 227 — 3y?).
Now, for 22 + y? > 4, we have
V' = (202 + 2y*) (4 — 227 — 3y%) < (222 +2y*) (4 —2® —y*) <0

since 4 — x? — y? < 0, and where the middle step holds since we end up subtracting less away from
4 than before. Thus, V should be decreasing along orbits outside the circle 2% + y? = 4, meaning
that orbits outside this circle have to come inside of it as t — oo since they move towards smaller
level sets of V', so towards smaller circles.

On the other hand, for 2% + y? < 1, we have

V' = (227 + 2y*) (4 — 227 — 3y?) > (227 + 2¢°)(4 — 42 — 49*) > 0

since 4 — 422 — 4% < 0 and the middle step holds we subtract more away from 4 than before. Thus
V should be increasing along orbits within the circle 22 4+ y? = 1, so orbits which are inside this
circle move towards it as t — oco. Thus, we find that orbits in the long-term are trapped within an
annulus (region between two circles:

since once an orbit enter this region it can never leave due the behavior of V' outside of the annulus.
We say that orbits will become “trapped” within this annulus. Such an orbit will thus be bounded
as t — oo, so by Poincaré-Bendixon it must approach either an equilibrium point, a limit cycle,
or a cycle-graph within this annulus. The only equilibrium point this system has is (0,0) (verified
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through some tedious algebra), and this is not in the annulus so the orbit cannot approach this. A
cycle-graph must have vertices which are equilibria, and again since the origin is the only equilibrium
such a cycle-graph cannot be found within the annulus.

Thus we conclude that the orbit has to approach a limit cycle, thereby proving this system
indeed has a limit cycle. If you plot orbits more carefully, you can see what the limit cycle should
roughly look like:

7T
St

(The annulus is the region between the two orange circles, and the orbit is in red. The limit
cycle in this case is the ellipse 222 + 3y? = 4, precisely where V/ = 0,) In general, trapping orbits
within some bounded region, say by using an auxiliary Lyapunov-like function or by studying the
direction of orbits using nullclines, will prove the existence of limit cycles when they cannot be
found explicitly.

Lecture 10: Hopf Bifurcations

**TO BE FINISHED***

Lecture 11: Chaotic Systems

#**T(O BE FINISHED***

Lecture 12: Partial Differential Equations
More examples of chaos. ***TO BE FINISHED***

End of the line for ODEs. And with that, we have said all about ODEs that we can pretty much
say in general. Of course, the various topics we’ve looked at can be pushed further and branch off
into their entire own sub-disciplines—chaos theory, bifurcation theory, Lyapunov stability theory,
Hamiltonian mechanics, etc—but in broad strokes there is not much more one can say “in general”.
The behavior of planar 2-dimensional autonomous systems is essentially fully characterized by the
Poincaré-Benidixon Theorem, and studying higher-dimensional systems use tools which are often
unique to that one system or ones which are very similar to it. So, we now leave the world of
ordinary differential equations, and dive head-first into the world of partial differential equations.
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Partial differential equations. A partial differential equation (or PDE for short) is a differential
equation which characterizes a multivariable function via its partial derivatives. For instance, the

equation )
% = % (which in alternate notation is u; = uzy)
states that the first-order partial derivative of u(z,t) with respect to ¢ should equal its second-order
derivative with respect to x twice. (This particular equation is an instance of what’s called the
heat equation, which we will study soon enough.) As in the ODE case, solving such an equation
amounts to finding all such functions, possibly satisfying some given initial or boundary conditions,
although what should count as an “initial” condition is still to-be-clarified. One problem we will
come across is that in general there is no simple “existence and uniqueness” theorem analogous to
what we saw for ODEs, and the situation is much more dependent on the particulars of the specific
equation at hand. We characterize equations as first- or second-order depending on the types of
partial derivatives used, and also as driven vs undriven, linear vs nonlinear, etc as before.
A first-order linear PDE (in two variables) is thus of the form:

0 0
Fla9) g, + 9w9) 5, = h(wy).

Here, u(z,y) is the function for which we are looking. To say that this is linear is to say that the
defining partial differential operator:

ou ou

Lu]l = f(z,y)=— + 9(z,y) —

[u] = f(2,y) 5 + 9 Yoy

is linear in the sense that L{u; + ug| = L[u1] 4+ L{ug] and L[cu;] = c¢L[u;]. As with ODEs, linearity

gives some nice properties, such as the fact that, in the undriven case, solutions form a “vector

space”, meaning that linear combinations of solutions are still solutions, and that in the driven case
all solutions can be expressed as a particular solution plus undriven solutions.

Method of characteristics. Consider a first-order linear PDE in two variables:

Fa) g +9(w0) 50 = hw.).

One approach to finding u(z,y) is to describe its graph instead, which is the set of points in R3
satisfying z = u(x,y). Here we will outline what’s known as the method of characteristics for doing
so. We should note that this method is NOT covered in our book at all, and indeed will not really
play a role going forward; we are simply mentioning it now to get a sense for the types of techniques
which are out there, and in particular as something different than the main methods we will soon
look at, which are based on Fourier analysis and related concepts.

After subtracting h(z,y), the equation above can be written as

<f($,y),g(ﬂ:,y),h(ﬂs,y)> : <ux>uy, _1> =0

where the left is the dot product of two vectors. This equality says that at all points, the vector
(f(z,y),9(z,y), h(x,y)) should be orthogonal to the vector (u,,u,, —1), which is itself orthogonal to
the surface z = u(x,y): the vector (us,u,,—1) is the gradient vector of the three-variable function
u(z,y) — 2z, and so is orthogonal to any level surface of this function, of which z = u(x,y) is the one
at level 0. Thus, (f(z,v),9(x,y), h(z,y)) should be tangent to the graph of u(x,y) at any point.
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Any orbit of the system

o =flz,y) Y =gy  Z=h(zy),

which describes curves which are tangent to the vector field (f(z,v), g(x,y), h(z,y)), will hence lie
on the graph of z = u(z,y). So, the idea is to construct the graph of u(x,y), and hence determine
u(x,y) itself, by finding these curves—they will sweep out the graph in question. The resulting
curves are called the characteristic curves of the given PDE, and the ODEs above are called its
characteristic equations. In equations for which this method will be useful, we are essentially able to
reformulate our PDE as a system of ODEs, which we have a spent a good amount of time studying
already. Of course, not all PDEs of interest will be of this type, so we will need to consider other
methods later on.

Example. Consider the PDE
ou ou 0

— 4+ a— =

Ox oy
where a is a constant. (This is known as the transport equation, and models propagation along a
curve.) The corresponding characteristic equations are

Thus the characteristic curves (orbits of this system) are given explicitly by
r=1t4+ xg y = at + Yo Z =2

where xg, 30, 20 are constants. In this case, these curves are lines occurring in horizontal planes, so
the graph of z = u(x,y) should have level sets consisting of lines.

From the x and y equations we see that the quantity y — ax = yg — axg must be constant along
any characteristic curve, and then z = zy says that the value of z = u(x,y) must be the same along
any such quantity. Thus, we can express the value u(x,y) as the value of a single-variable function
of the input y — az:

u(z,y) = f(y — ax) for some single-variable f.

This f should actually be differentiable in order for the partial derivatives of u(z,y) to actually
exist. We can verify using the chain rule that such a function u(x,y) = f(y — ax) does indeed
satisfy our original PDE:

du ! Iy — ax) / du / Iy — ax) /
_— = — _—_— = — — d _— = — _— = —
S == apy—an) 5= - o )y -
SO g—g + ag—z = —af'(y—ax)+af'(y—ax) =0 as expected. Hence we conclude that all solutions of

Uy + au, = 0 are given by u(x,y) = f(y — ax) where f is a single-variable differentiable function.

One thing to note is that, whereas in the ODE case where we ended up with general solutions
expressed using undetermined constants, here we end up with an undetermined function in our
general solution. This is a common occurrence with PDEs. In particular, this implies that specifying
an initial condition such as u(xg,yo) = 2o, where we give the value of u(z,y) at a single point, is
not enough to single out one solution: for this PDE, any f for which f(yo — azg) = 2o will satisfy
this initial condition. Rather, if we impose an initial condition like:

u(0,y) = ¢(y)
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where we give a range of initial values in terms of some single-variable function ¢, then we do
single-out a unique solution: in order for u(z,y) = f(y — ax) to satisfy u(0,y) = ¢(y), we need:

u(0,y) = f(y —a0) = f(y) = é(y),

so that f = ¢ and thus we get the unique solution u(x,y) = ¢(y —ax). This need to specify a range
of initial values is also a common feature we’ll see with PDEs.

Other PDEs. As stated above, some of the features we saw in these first-order linear PDEs will
be true of PDEs in general. The first PDE we will study in more detail is known as the wave
equation, and takes the form:

Pu 0%

o2~ © 9a?
is a positive constant. Here, u(z,t) is a function of a position variable z and a time
variable ¢, and indicates the height of a point on a vibrating string at positive x and time ¢:

where 2

The wave equation thus models the motion of this string. We will look at a derivation of the wave
equation next time, and see why it models what we say it does. For now, let us briefly think about
what types of conditions we should impose on a solution. First, we can indicate the initial position
of the entire string at time ¢t = 0, so we impose something like

u(z,0) = f(x)

where f is the function given this initial height at every point. If our string has length L, we
can require that the endpoints of the string never move, so that they are always held down at the
bottom; this gives the boundary condition

u(0,t) =0 and wu(L,t)=0 forall ¢ > 0.

We will see that if also impose an initial condition for the velocity of the motion at time ¢t = 0, we
will be able to derive a unique solution. Deriving this solution will introduce a fundamental idea
we will use for other equations: most immediately the use of Fourier series to construct solutions,
but more broadly the use of eigenfunctions of linear differential operators to construct solutions.
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Lecture 13: Wave Equation

Warm-Up. We find the solution of the following initial value PDE using the method of charac-
teristics:

ou
e xay_

The characteristic equations are:

0, u(z,0) = sin(z?).

The orbits of this system are given by:
T =cpcost+ cosint Yy =c1sint — cgcost zZ =2

where c1, c9, 29 are arbitrary constants. Visually, these look like circles in horizontal planes. A
key observation is that the quantity 2 + y? is thus constant along a characteristic, and the value
of z only depends on this quantity, so that we can write the value of u(z,y) as the value of a
single-variable function evaluated at this quantity:

u(z,y) = f(z® + y?) for some single-variable differentiable f.
The chain rule can be used to show that such a function does indeed satisfy our PDE:
uy = f'(2 + y*)2x and Uy = f'(@® +y*)2y, so —yu, + Uy = [—2xy + 2zylf'(x? +y?) = 0.
In order to satisfy our initial condition u(z,0) = sin(x?), we need:
u(,0) = F(2 +0%) = f(2?) = sin(a?),
so that we can take f to be sine itself, at least for nonnegative inputs like z2. Thus
u(x,y) = sin(x? + y?) is the solution of — yu, + zu, = 0, u(z,0) = sin(z?).

Note that even though f itself in u(z,y) = f(2? + y?) is not uniquely determined, the function
u(z,y) is uniquely determined: we don’t know what something like f(—1) has to be, but such a
value is irrelevant in describing u(z,y) since u(z,y) = f(2? + 3?) only cares about the value of f
at nonnegative inputs anyway, and for such inputs f(z2 + 3?) must equal sin(x? + y?).

The wave equation. ***TQO BE FINISHED***

Separation of variables. To solve the wave equation more explicitly we make use of the method
of separation of variables, which is similar-in-spirit but different in practice to the method we look
at last quarter which went by this name. Concretely, we look for solutions of the wave equation
which are of the form

u(z,t) = X(x)T(t)

for single-variable functions X and 7. (Thus, solutions were the variables are “separated” from
one another.) In order for this function to satisfy uy = Uy, we must have:

XT" = 2X"T.

To be clear, the derivatives here are actually taken with respect to different variables—az in X"
and t in T”—but we use the same prime notation either way. Now, we ideally want non-trivial
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solutions since having u(x,t) be identically zero is not so interesting. Thus, we will assume that
neither X nor T are ever zero. In this case, the equation above can be rewritten as

T// X//

2T X
The punchline now is that both sides here must actually be constant! Indeed, if we put variables
back then, this equation really says that

T//(t) _ X//(x)

ATt)  X(z)

If we hold ¢t fixed and vary z, this says that the right side must be a constant function, and if we
fix « and vary t, so must the left side. (This comes down to the fact that the two sides depend on
different variables.) Thus, we get that for some constant A:

T// X//
ﬁ =X and Y =\

Separated solutions. This thus gives rise to a pair of ordinary differential equations, one for T
and one for X:
T" = ANT and X" = )\X,

which we know how to solve! This is the entire point of the separation of variables method: reduce
a PDE into a collection of ODEs. Now we impose our boundary conditions: «(0,¢) = 0 = u(L, ).
These turn into X (0)7T'(t) = 0 = X (L)T'(t), which since we are assuming T is nonzero, results in a
pair of boundary conditions for X alone:

X(0)=0=X(L).
Hence we end up with the following ODEs:
T"=ANT and X" = )X, X(0)=0= X(L).
First we consider the equation for X. If A > 0, the general solution of X” = A\ X is
X = eV 4 cze_‘/x"”.
But the boundary conditions then turn into the requirements that:
X0)=c1+c2=0 and X(L)= c1eV M 4 cpem VAL = 0,

Some algebra shows that this is only satisfied when ¢; = ¢o = 0, so in this case X = 0, which is
not the type of solution we are after. If A = 0, the general solution of X” = 0X =0 is

X = c1 + ez,

but again the boundary conditions X (0) = 0 = X (L) force ¢; = cg, so that X = 0.

Thus, if we are looking for nontrivial solutions, we need only consider A < 0. To make the
notation simpler, we set A = —k? < 0 for some positive number k. The general solution of
X" = AX = —k?X (equivalently the simple harmonic oscillator equation X” + k?X = 0) here is:

X =cjcoskx + cosinkz.
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The boundary condition X (0) = 0 forces ¢; = 0, but X (L) = 0 forces

cesinkL =0,
which can be satisfied non-trivially! For co # 0, this equality holds as long as sin kL = 0, so for
kL = nm, or equivalently k£ = %
where n is a positive integer. (Allowing n to be negative gives the same value of A = —k* = —(2%)?

as for n positive, so we do not get any other new solutions this way. Also, n = 0 gives A = 0, which
does fall into the case of A < 0.) Thus, we get a nontrivial solution to our boundary value problem
when A = —(27)?, namely:

nmwx nmx nwx
= 0cos — + cgsin —— = cosin ——

L L L

for co # 0. We only need one such solution, so will simply take co = 1. To summarize, we have
found that the nontrivial solutions of

= AX, X(0)=0= X(L)

are X, = sin 27 for A\, = —(%£)? where n is a positive integer.
And now ﬁnally we come back to T, which must satisfy 7" = —c?AT. Using the allowable
values of A\ we already determined turns this into

T" = —c*(25)2T.

This has general solution

T, = Ay cos(L) + By, sin( <),

So, we find that the separated solutions—indexed by positive integers n—of our wave equation
with boundary conditions:
Ugr = gy, w(0,t) =0 =u(L,t)

are given by

up(z,t) = Xn<$)Tn(t) = Sln( )[A COS(Cnm) + B, Sln(aft)].

Formal solutions. For previous linear differential equations we have seen, once we had some
solutions we were able to form more by taking arbitrary linear combinations. We will do the same
thing here, were the main difference is that now we are taking a linear combination of an infinite
number of solutions u,(z,t), so that the sum we obtain is actually an infinite series:

t) = dnun(x,t).

The coefficient d,, can be absorbed into the scalars A,, B, which show up in the expression for
un(x,t) we derived above, so we may just as well take d,, = 1, so that we get:

= Zun(a: t) Zsm )[An cos(c’”t) + B, Sm(anwt)]

Of course, whenever we are dealing with an infinite series, there are questions of convergence to
address (i.e. does the infinite sum actually make sense as a finite number?), but for now we will
ignore this and refer to this series expression as given the formal solution of our wave equation
with boundary conditions. You can verify that for this function u(z,t), the derivative with respect
to t twice will indeed equal ¢? times the derivative with respect to x twice.
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Lecture 14: More on Wave Solutions

Warm-Up. Suppose a function f is given by the following infinite series on the interval [0, L]:

o0
= E ap sin “7E.
n=1

We derive an explicit formula for the coefficient a,,. First, multiply this equality through by sin

m7rz.

: Mmmx : nmwx : mmx

- § , Sin 2FE gip MIT

f(z)sin F ap sin 7L sin 7
n=1

Next, integrate both sides:

L L oo (e.)
: mmx _ s NnmTEr L3 mmnx _ nmrx mmnx
/ f(a:)sdem—/ g ap, sin “7% sin f dox = g an/ sin 7 sin ™E d.
0 0 n=1 n=1 0

(If you have seen some real analysis before, you might ask why it is that we can change integration
and summation in this way—we will discuss convergence of such series later, but the answer is that
such series will converge uniformly if f is continuously differentiable, which is the property we need
in order for the manipulation above to be valid.)

Now we make use of the following fact: the value of

L
L NTT Lt MTL
/0 sin “7* sin 77 dx

is 0 whenever m and n are different, and % when m = n. This can be verified through a direct
computation which makes use of some trigonometric identities, but you can check the book for the
details. (Later we will see what this equality “really” says about the functions sin ®7£.) Thus, in
the series equality above, all terms in the summation are zero except for the one Where n =m, in
which case we get:

L ) L I
/ f(x)sin " dx = E an/ sin "7 sin ™TE dr = am/ sin M7 sin " dr = 5"
0 0 0

Thus, after dividing by %, we get that a, must be given by:

2 L
_Z/o f(x)sin%da:.

Initial conditions. Recall that so far we have the following formal solution to our wave equation
with boundary conditions:

Z% (2,8) = 3 sin(25) (A cos( ) + B sin( )

Now we impose our initial conditions, which give the initial position and speed of any point on the
string at time ¢t = 0:

u(z,0) = f(z), u(z,0) = g(x).
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Using the formal solution above, the first condition turns into:

o0
f(x) =u(z,0) = Zsin( L)[A, Cos(cmro) + B, sin( Cmro ZA” sin(“7*)
n=1
and the second turns into:
o
g(x) = Z sin( — A, ST gin (<0 + B, DT cos(22Y)] = ZB S sin("7E).
n=1

Thus, if our initial conditions are to be satisfied, the functions f and g must be expressible as these
infinite series expressions.
But from the Warm-Up we then know what the so-far-undetermined coefficients A,,, B, have

to be: A, must be equal to
nmx
/ f(x)sin L dx

and B, %" (the coefficient of sin “7*) must be equal to

enm 2 [T nme 2 L nmwx
By,—=— x)sin — dx, and hence B, = — x) sin — dx.
e O o= o | a@)sin ™
Hence, with these specific coefficients, we have found the solution to our initial value wave equation
with boundary conditions.

Example. ***T0O BE FINISHED***

Eigenvalue problems. Before moving on, it will be useful to recast one thing we did in deriving
the formal solution to the wave equation in linear-algebraic terms. Consider the equation we
obtained for X, together with its boundary conditions:

=X, X(0)=0=X(L).
Letting D = % denote the differentiation operator, this can be written as
D?’X = )X, X(0)=0= X(L).

But D?X = AX says precisely that X should be an “eigenvector” of the linear operator D? with
eigenvalue \. In this context, we call X an eigenfunction of D?, since it is actually a function. So, the
point is that solving for such X can be recast as the problem of finding (nontrivial) eigenfunctions
and eigenvalues of this linear differential operator, taking the boundary conditions into account as
well. We will refer to this setup as an eigenvalue problem, and we will consider more problems of
this type as we go. This particular eigenvalue problem, as we derived last time, has solutions (i.e.
eigenvalues and eigenfunctions) given by:

_ nm\2 nwx
A =—(%F)° and X, = sin "7

Towards Fourier series. So, we have seen that solutions of the wave equation can be expressed
as infinite series of various sine and cosine functions, and in particular the initial conditions amount
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to expressing single-variable functions f(x), g(x) as infinite series of sine functions alone. Such a
series is called a Fourier series, which in the most general form looks like:

o0
Ap+ Y (Apcos ™ 4 B, sin 27L),

n=0

When all B,, are zero, we call this a Fourier cosine series, and when all A,, are zero we call this a
Fourier sine series. Just as with the Fourier sine series which show up in the initial conditions, it
turns out that the coefficients A,, B,, can all be determined explicitly. We will come back to this
next time, and say a bit about the convergence of such series.

Lecture 15: Fourier series
Warm-Up. ***T0O BE FINISHED***

Fourier series. A Fourier series is an infinite series of the form
o0
@_}_ ( nTT 4 P gin L)
5 @y, COS T n SN TE ).
n=1
If we want to express a function f(x) in this form:

oo
flz) = % + Z(ancos% + by, sin 272 )

n=1

it turns out that the coefficients a,,, b,, needed must be given by the following integrals:

I 1 [t
an:—/ f(z) cos "7E dx bn:—/ f(x)sin 7%, dx.
L _L L —L

This comes from the same computation used in the Warm-Up last time to determine the coefficients
needed when solving the wave equation with initial conditions. We will do this exact computation
in a much more general way as a Warm-Up next time, but let us go through it in this specific case
here anyway, at least for finding a,.

Multiplying the required Fourier series equality for f(z) through by cos

T gives:

o0
f(x) cos ™ = % cos T + E (an cos BT cos ™I + by, sin 7 cos FE).

n=1

Now we integrate both sides:

L L
/ f(x)cos " dx = % cos " dx
~L L

00 L L
nmxr mnTx 3 nmTx mnTx
+ E (an / cos " cos T dx + by / sin "7 cos ™E) dx.
n=1 -L -L

The following identities, called the orthogonality relations, come from some clever use of trig iden-
tities, but we will omit the computations here:

I 0 m#n
/ cos "Trcos "t dr=qL m=n#0
-* 2L m=n=0
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L
nmr : mmx _
/ cosTsdex =0

—L
L 0 — o —
. . m#norm=n=>0
/ sin *7F sin *7F dr =
L L m=n

Thus, if m # 0 the only nonzero integral on the right-side of the expression derived above is the one
with the product of two cosine terms when n = m (thinking of the integrand in the first integral as
cos OWTI cos ™[ shows that the orthogonality relations apply to this integral as well), so the entire

expression above simplifies to

L L
/ f(z) cos " dx = am/ cos "™ cos " dx = an, L.
~L ~L

Hence we have .
1
Ay, = —/ f(x) cos L dx
LJ g

as claimed. If m = 0 in the series expression above, then it is the first integral on the right-side
which is nonzero with all others being zero, so we get

t 0 ao [* 0 0 a0
/ f(x)coszmd:czz/ cos%xcos%wdx:E2L:aoL
I —L

and thus

1 L O 1 L

ap = — f(x)cos Frdr = — f(z)dx

L L L —L
as well. (The fact that integral with cos 0%:‘: cos O%T’ is 2L instead of simply L is the reason for
writing the constant term in the Fourier series as %4 : if we had used ag alone as the constant term,
the integral formula for this coefficient would have to be modified to have a denominator of 2L
instead of L, so that it would not be of the same form as the formula for other a,. In order to
have a consistent formula which applies to all a,, we thus instead incorporate this extra % into the
Fourier series expression itself.) The same argument works for the sine coefficients, along the lines
of the Warm-Up from last time.

Example. ***T0O BE FINISHED***

Convergence. Now we should say something about the convergence of a Fourier series, since,
after all, trying to construct solutions of PDEs as such infinite series only makes literal sense when
these series actually produce finite results. Here is the basic result:

If f is a piecewise continuously differentiable (also called piecewise C') function on
[—L, L], the Fourier series of f converges to f(z) itself at any point x where f is
continuous, and to the average 3(f(27) + f(z™)) of the left- and right-hand limits of f
at x at points where f is not continuous.

Proving this is beyond the scope of our course (indeed, it is a difficult thing to prove in this gener-
ality), but nonetheless the convergence is easy to determine. As long as we only deal with piecewise
continuously differentiable functions—say in specifying initial conditions—we are guaranteed that
our solutions formulated as Fourier-type series will indeed converge.

**TO BE FINISHED***
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Inner products. Finally, we provide a more coherent understanding of what is truly underlying
the concept of a Fourier series. The key notion is that of an inner product, which is meant to
generalize the dot product used in linear algebra. In that case, the dot product of two vectors x,y
in R" is defined to be:

X-y=x1y1 +- -+ TpyYn

where the x; and y; are the components of x and y respectively. One basic fact is x -y = 0 if and
only if x and y are orthogonal to one another.
Now, given functions f and g, we define their inner product on an interval [a, b] to be

b
<f79>=/ f(x)g(z) dx.

The point is that this is an infinite-dimensional version of the usual dot product: we multiply
corresponding “components” f(z) and g(z) of f and g and then “add” (i.e. integrate) the results
together. (The term “inner product” is used for such more general versions of the dot product. We
will not give the precise meaning of this term here, but will point out at least that inner products
always satisfy a linearity property: (c1f1 + cafe,9) = c1 (f1,9)+c2 (f2, g) and similarly if we instead
take a linear combination in the second argument of the inner product. General inner products are
covered more fully in a higher-level linear algebra course, such as Math 334.)

Following the terminology used in the case of R", we say that f and g are orthogonal if their
inner product is zero: (f,g) = 0. We will see more clearly what key properties orthogonality gives
us next time, but for now we highlight the fact that the “orthogonality relations” given before say
precisely that the functions cos “7* and sin ™+ are all orthogonal to each other on the interval
[-L,L]: cosines and sines are always orthogonal to each other, and two cosines are orthogonal
when they occur for different n, and similarly for two sines. This is the absolutely crucial property
which makes the theory of Fourier series work. The upshot is that these sine and cosines functions
form an orthogonal basis for an appropriate space of functions, where we use the term “basis” in
the linear-algebraic sense: they are “linearly independent” (this just comes from being orthogonal)
and any function can be written as a linear combination (infinite in this case) of them, so that
these “span” the space of all (piecewise continuous) functions.

Lecture 16: More on Fourier and Wave

Warm-Up. Suppose e, give an orthogonal basis of some space with respect to some inner product.
Then any x can be expressed in terms of this basis as

T = E Cnén

and we determine the values of ¢, explicitly. (We are not making any assumptions on how large
this basis is, so this sum could in fact be an infinite series.) Taking the inner products of both sides
with some e, gives:

(x,em) = (c1e1 + caea + -+ ,em) =c1(e1,em) +ca{ea,em) + -+,

where we use the linearity products of the inner product to break up the right side: break up into
individual sums, and then pull the scalar out of each. Since the e, are orthogonal, the only nonzero
inner product occurring on the right is (e, €), so the above expression simplifies to

<$7 em> = Cm <€m, €m> .
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(z,em)

Thus, ¢, = Temenys SO We conclude that

xzzél"_enﬁem

€m, €m>

is how we can explicitly write  in terms of our orthogonal basis. (In linear algebra, the éff;"r; em

terms is called the orthogonal projection of x onto e,,, so the result is that x can be written as a

sum of these orthogonal projections.)
ThlS explams the formulas for Fourier coefficients we saw before: if we use the inner product
f f(x)g(x) dx on functions, then the sine and cosine functions used are orthogonal by

the orthogonahty relatlons and the coefficient of sin “7* in the Fourier series of f(x) is

nnx nme nwTT nwT
<sm 7, 8in L> fLsm DAL sin ML

). sin RrE f SlIl mr:c 1 L
(f(2),sin 2F= % _/ f(x) sin 12 dg
-L
and similarly for the cosine coefficients. With the inner product (f,g) fo x) dx instead,
we get the coefficients of the Fourier sine series of f(x)

nmrx L nmwx
<f( ), sin L/ _ fo ) sin L _ _/ f(z) sin 2z DLy = — / f(z)sin 272 " dr

nnx nme nwT nTrx
<Sln T Sln I > fO sin I sin RTL

and similarly for the Fourier cosine series of f(x). The study of Fourier series thus essentially is
simply the study of expansions with respect to particular orthogonal bases of functions.

Eigeninterpretation. We mentioned before that the functions sin *7* used in the formal solution

of the wave equation come from solving an eigenvalue problem:
=X, X(0)=0=X(L)

and in particular are eigenfunctions of the linear differential operator D?. If we ignore the boundary
conditions, the functions cos “7* used in the full-blown Fourier series are also eigenfunctions of D2,
so a Fourier series is nothing but an expansion in terms of orthogonal eigenfunctions of D?. The
question is: what about D? suggests that such orthogonal eigenfunctions will exist, and what makes
it possible to express an arbitrary function in terms of these eigenfunctions? We will see soon that
the answer is that D? is an example of a symmetric operator, which are infinite-dimensional analogs
of symmetric matrices. This is the underlying reason why we should expect such Fourier-series type

solutions of the wave equation, and, as we’ll see, other PDEs as well.
Complex Fourier series.
Back to wave. ***TO BE FINISHED***

Where are we? Let us recap what we've done in our approach to solving the wave equation,
using the language and ideas we have now further developed. We start with the wave equation:

2
Ut = C Ugy-

We look for separated solutions u(z,t) = X (z)T(t), and see that X and T individually must satisfy
some ODEs:
X"=XX  T'=c)T.
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Next, we impose boundary conditions u(0,t) = 0 = u(L,t), which turn into boundary conditions
on X and give rise the an eigenvalue problem:

X" =AX, X(0)=0= X(L).

The fact that the linear differential operator D? which describes the left-hand side is symmetric
with respect to the inner product (f,g) = fOL f(x)g(x)dx (keeping the boundary conditions in
mind) implies (as we will discuss) that the solutions X,, = sin “7* of this eigenvalue problem will
form an orthogonal eigenfunction basis for our space of functions, so that will be able to use these
to express our desired solution.

Then the ODE for T yields solutions T}, = ¢ cos %’rt +¢o sin C”L“t, and thus we have the separated
solutions uy,(z,t) = X, (x)T,(t). The general solution is then a linear combination of all of these,
and the initial conditions allow us to determine any unknown coefficients via a Fourier coefficient
integral computation. This outline is the same approach we will take towards the heat equation
next time, and eventually towards other possible PDEs. The role of orthogonal eigenfunctions is

absolutely crucial!

Lecture 17: Heat Equation

Warm-Up. We derive ODEs satisfied by the components of a separated solution to the 2-
dimensional wave equation
= 2 (Ugy + Uyy)-

Here, the three-variable function u(x, y, t) describes the height at the point (x, y) and time ¢ of a two-
dimensional wave, say for instance caused by a vibrating rubber membrane. (Higher-dimensional
wave equations simply add more second-order terms on the right.) If u(x,y,t) = X (z)Y (y)T'(¢) is
to be a solution, we must have

XYT" =A(X"YT + XY'T).

Assuming X, Y, T are all nonzero, this gives

Tl/ XIIY —|—XY”
T Xy

The left side depends only on ¢, and the right only on x and y, so both sides must be constant:

T// X//Y + XY//
=X rAT
2T XY

Then the second equality can be written as

X/I Y//
i N
X Yy’

so as before both sides must be constant since they depend on different variables:

Thus we find that X, Y, T satisfy:

T =X*T X"=upX Y'=(0O\-pY
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where A, 1 are constants. With appropriate boundary conditions, solving these will lead to a two-
variable Fourier series-like expression.

The heat equation. The next equation we will consider is known as the heat equation, since it
describes the distribution of heat in a metal rod. If u(z,t) denotes the temperature at position z
along the rod and time ¢, the heat equation says that u(z,t) must satisfy:

U = oz2um.

This is almost the same as the wave equation, except that it is only first-order in ¢. The positive
constant o depends on the material the rod is made of and its “thermal conductivity”. We will not
derive this equation here (you can check the book), but we point out that it comes from Newton’s
Second Law of Cooling, which says that the change in temperature in a body is proportional to
the difference between its current temperature and the ambient temperature of the region it sits
within. (Going from this to the actual heat equation still takes some work.)

Separated and formal solutions. Let us impose the boundary conditions u(0,t) = 0 = u(L, t),
which say that the temperature at the endpoints of the rod is always zero. Then we can look for
separated solutions u(z,t) = X (z)7T'(t), where we see that:

Tl Xl/
2T~ X

As with the wave equation, both sides must be constant, and so we get the pair of ODEs:

XT' = a?X"T ~

X"=AX and T = \’T.

The boundary conditions turns into X (0) = 0 = X(L), so we get precisely the same eigenvalue
problem for X we had for the wave equation:

X" =X, X(0)=0=X(L).

Borrowing the work we did earlier, this has nontrivial solutions X, = sin *7* with corresponding

eigenvalues \, = —(%%)2.

The equation for T is now first-order:
T/ — —042(%)2T,

which has an exponential solution:
T, = e ("),

Thus we get a formal solution which looks like:

o o0 5

u(@,t) =Y Xn(2)Tn(t) =Y Ape” L) sin 272,

n=1 n=1

With an initial condition u(x,0) = f(x) describing the initial temperature at every point, we get:
fla)=> " Aysin™z,
n=1

so that the A,, are the Fourier sine coefficients of f(x):

9 L
An:f/o f(a:)sin%dz.
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Since the heat equation is first-order in ¢, we only need specify one initial condition, as opposed to
the wave equation where we also needed u;(x,0).

Example. ***T0O BE FINISHED***

Other boundary conditions. We can impose other types of boundary conditions instead of
u(0,t) = 0 = u(L,t). For instance, we can ask that the ends of the rod be insulated, in the sense
that heat does not pass through them with respect to position:

uz(0,t) =0 = uz (L, t).
Here we end up with the following eigenvalue problem for X:
=X, X'(0)=0= X'(L).

As with the version where the ends of the rod where held to be at zero temperature throughout
all time, we can compute that for A > 0 there are no nontrivial solutions: X = cleﬁx + 026_‘&“”3
satisfies X'(0) = 0 = X'(L) only when ¢; = ¢ = 0. Now, for Ay = 0 we have the ODE X" = 0,
which has general solution

X =0 + .

In this case the boundary conditions only require that co = 0 but place no restriction on ¢;! Thus
A =0 is a valid eigenvalue here, with corresponding eigenfunction Xy = 1.
For A = —k? < 0, we have the general solution

X =cjcoskx + cosinkx.
The boundary condition X’(0) = 0 forces ¢ = 0, and then X’(L) = 0 requires that
—ci1ksinkL = 0.

Thus we get k = 2T, so that A, = —(2%)? is an eigenvalue, with the difference between this and
the previous boundary conditions being that now the eigenfunction comes from the cosine term:
X,, = cos ™. The equation for T is the same as before (T = —a?(2F)?T), so we get separated

solutions of the form ,
U (2, 1) = X (2)TH(t) = e~ F) 7 cos e,

(Note this applies even for n = 0: in that case the equation for T' is 7" = 0, which has constant
functions as solutions, and thus gives Ty = €” = 1, so that ug = XoTy = 1 as well.) The formal
solution is then

Ag Ao —(&2 n7rx
u(z,t) = 7u0 x,t) + ZAnun x,t) =5 ZAne L)t cog 1IT
and with initial condition u(z,0) = f(x), we get
A o0
f(z) = =0 JrZA cos "7F,
n=1

so that the A,, are the Fourier cosine coefficients of f:

9 L
A, = Z/o f(z) cos?d:c.

Wanting this specific integral to give the correct value for all n, including n = 0, is, as usual, why
we took the constant term in our cosine series to be % instead of just Ag.

Properties of heat solutions. ***TO BE FINISHED***
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Lecture 18: Sturm-Liouville Theory

Warm-Up. We solve the heat equation u; = ug, with boundary conditions u(0,t) = 0 = ug(m,t)
(so one end is held at constant zero temperature and the other is insulated) and initial condition
u(z,0) = 2sin %x + 5sin %x The boundary conditions give the following eigenvalue problem for X:

X" =AX, X(0) =0, X'(r) = 0.

For A > 0, one can check that there are no nontrivial solutions: in this case we get the general
solution X = cle‘/xm + 026_‘&1 , and the boundary conditions only held for ¢; = ¢o = 0. For A =0,
X = ¢1 + cox and again this satisfies the boundary conditions only for ¢; = co = 0.

Thus we are left considering A = —k? < 0. The general solution for X is

X =cicoskx + cosinkx.
The boundary condition X (0) = 0 forces ¢; = 0, and the second X'(7) = 0 then requires:
cokcoskm = 0.

Since coskm = 0 only when k& = %(271 + 1) is half of an odd integer, we get that this eigenvalue

(2n+1)x
2

problem has eigenvalues A\, = —(%)2 and eigenfunctions X,, = sin . Then from

T = \T = _(2n2+1)2T

we get T,, = e~ (5% Thus the separated solutions are

un (@, t) = Xn(2)Ta(t) = e~ (55 gin w,

and the formal solution is

[e.e]
u(z,t) = Z A, e~ (5t gin 7(2n—51)w.
n=1

The given initial condition gives:

o0
2sin 3 + 5sin & = ZAn sin (anl)x,
n=1
so on the one hand we have:
2 [T 2n+1
A, = ;/0 (2sin 3% + 5sin 7%)sinw dx
which can be computed using the orthogonality relations. On the other hand, we can note that

the function 2sin 37‘” + 5sin 72—3” is already in the form of a Fourier sine series, so in order to have
coefficients on both sides of

o
. . . (2n+1
2sin 3 + 5sin & = E Ansm(”; )z
n=1

match up, we need: A; = 2,43 =5 and A, = 0 for n # 1,3. So, the solution of our initial value
heat problem with given boundary conditions is:

u(x,t) = 2e= (2 gin 34 5e= () gin o
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The Laplace equation. Before moving on let us briefly mention one more well-known PDE, the
Laplace equation: uzy + uyy = 0 for a function u(z,y) of two variables. Functions satisfying this
equation are called harmonic, and are important in numerous areas of mathematics and elsewhere.
Some sample solutions can be found using the same variable-separation method we’ve seen. (Note
that if we rewrite the Laplace equation as u;; = —uyy, then it looks pretty similar to the wave
equation, except for the negative sign.) But here is one interpretation which we can make sense of
based on what we’ve done so far: if we consider the 2-dimensional heat equation

up = a2(um + Uyy)

we see that uz,+uy, = 0 describes solutions which satisfy u; = 0 and hence are constant with respect
to time. Thus, one interpretation is that the Laplace equation describes steady state solutions of
the heat equation. This is not the only interpretation, but is all we will say here.

There is, however, one more reason as to why the Laplace equation is worth mentioning. Last
time we briefly introduced the terms parabolic and hyperbolic when describing the types of PDEs of
which the heat and wave equations were prototypical examples. The Laplace equation is the main
example of an elliptic PDE. In some sense, after making an appropriate “change of variables” it
turns out that all elliptic equations can essentially be turned into the Laplace equation, and in fact
all hyperbolic and parabolic equations can be turned into the wave and heat equations respectively.
This is why these three particular equations are of so much interest: they essentially cover (almost)
the full range of nice PDEs in general.

Symmetric operators. We have mentioned before the idea that much of what (conceptually)
underlies our derivation of solutions to the wave and heat equations comes from properties of the
D? = % operator, namely the fact that it gives rise to an orthogonal basis of eigenfunctions for
the space of (ususally piecewise continuous) functions satisfying boundary conditions in which we
are interested. We now aim to make this precise.

Given an inner product (-,-) on a space, we say that a linear operator L is symmetric (also

called self-adjoint) if it has the following property for all u and wv:
(Lu,v) = (u, Lv) .

(In general, the adjoint or transpose of L is the linear operation L* which satisfies (Lu, v) = (u, L*v),
so operators which are symmetric are ones which equal their own adjoint.) Being symmetric is what
underlies the orthogonality and existence of eigenvectors, as we will see.

In the case of the usual dot product on R", where L = A is an n X n matrix, it is the ordinary
matrix transpose A! which satisfies (Au,v) = <u, Atv>, so A being symmetric in this case means
the usual notion of symmetric A' = A. In a linear algebra course you would have seen that for
symmetric matrices, there is an orthogonal basis of R™ consisting of eigenvectors of that matrix,
which is precisely the result we want to generalize. This type of result goes by the name of Spectral
Theorem in both the finite- and infinite-dimensional setting.

Now take the space of piecewise continuous functions on [0, L] with the inner product

L
(f.9) = /0 f(@)g(x) d.

For the differentiation operator D = %, we have the following via integration by parts:
L
(Df.9) = [ F@gl)ds
0
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= @), - [ s

= /@)(@)[] + (f,~Dy).

If we only consider those functions which satisfy an appropriate boundary condition—in this case
being 0 at z = 0 and x = L—we get (Df,g) = (f, —Dg), so that the adjoint of D is —D. Thus, D
is not symmetric, but the point is that D? then is symmetric:

(D*f,g9) = (Df,—Dg) = (f,(—D)*g) = (f, Dg).

A version of the Spectral Theorem then says that we can expect to find orthogonal eigenfunctions
for D which give a basis for our space of functions satisfying boundary conditions, so for instance
the X, = sin *7* functions we used in both the wave and heat equations.

But there are other types of inner products we can consider, in the hopes of allowing for more
symmetric operators. Even in the R" case, say R? to be specific, we can consider a “weighted”
version of the standard dot product:

(X,y) = 22191 + 5x2Y2 + 733,

where we possibly want to put more emphasis on some specific coordinates. Or, we can consider
weighted inner products on functions like:

L
<ﬁm=/ w(z) f(2)g() de

—L

for a positive continuous function w(x). A linear operator might not be symmetric with respect to
one inner product, but it might be with respect to another, so that some version of the Spectral
Theorem will still apply. The only thing which will change is the notion of “orthogonality”, but
not the existence of a basis of eigenvectors.

Sturm-Liouville operators. More generally, we can consider other second-order linear differential
operators beyond D?:
L = ay(z)D* + a1 (x)D + ap(x).

This acts on a function X to give:
LIX]=a(x)X" + a1(z) X" + ap(z) X.
It turns out that in nice situations, such an expression can be rewritten as:

(p(x)X') +q(x)X

= p()

for appropriate choices of p(z),q(z), and p(x). An operator L of this form is called a Sturm-
Liouville operator, and gives a main example of an operator which is symmetric with respect to
the correctly-chosen inner product. The corresponding eigenvalue problem:

(p(x)X") + q(x)X
p(z)

L[X] = AX < =AY = (p(x)X") + q(z)X = Ap(z)X

with boundary conditions is called a Sturm-Liouville problem. The case of L = D? which shows up
in the wave and heat equations corresponds to the choice p(z) = 1,p(x) = 1, ¢(z) = 0.
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Example. Consider for instance the second order operator L = D? + D — 2 defined by
LIX]=X"+ X —-2X.
Take p(z) = €. In order to get L into the Sturm-Liouville form, we need:

X4 X 92X = P ()X 4+ p(x) X" + q(x) X
ev ’

S0) % = 1,1% =1, and % = —2. Thus taking p(z) = e® and ¢(x) = —2e” works, so L is a

Sturm-Liouville operator with:
(e X") —2e* X
er ’

LIX] =

The book has exact expressions for p(x), ¢(x), p(z) written out in the book, but the point here is
that usually these can be determined on-the-fly by comparing p'(z) X’ + p(z) X" + q(2)X to the
equation at hand. In general, p(z) should be taken to be some type of exponential, since we will
want to guarantee that it is always positive, for reasons which will soon be clear.

Symmetry /self-adjointness. And now the point, that Sturm-Liouville operators are symmetric.
Recall that we are considering an operator of the form
(p(z)X") + q(x)X

HA = p(z) ’

where now we ask that p(x) be positive. We then consider the following weighted inner product

L
(f.9) = /0 p(2)f(x)g(x) da.

Let us compute (L[f],g) and (f, L[g]), where we note that the weighting term p(x) goes away
due to the same thing occurring in the denominator of L, and use integration by parts to “move”
derivatives from one function over to the other:

L
(LIf],9) = /0 (p(@) () + q(z)f(@)]g () da
L L
- / (0(@) /() g() de + / o(@) () () da
0 0
I L L
- /0 p(@) f'(2)g' () dz + /O o(2) f(@)g(x) dx

0

— p(@)f'(@)g(x)|
L
(o 2la) = [ F@@ @) + aw)g(e)] da
L L
~ [ @@ @) do+ [ @) ds
’ L ’ L
= @y @)~ [P e [ i@ i

Comparing these, we see that the only difference comes in the boundary terms:



Thus, if we impose boundary conditions which imply that these are both zero (by either requiring
that functions or their derivatives are zero at both 0 and L, or by requiring that functions be
periodic so that their values at 0 and L are the same), we see that (L[f],g) = (f, L[g]) on such a
space. So, a Sturm-Liouville operator will be symmetric with respect to this weighted inner product
on a space of functions satisfying appropriate boundary conditions. As we’ll see next time, this will
give us the existence of all the orthogonal eigenfunctions we’ll need.

Lecture 19: More on Sturm-Liouville

Warm-Up. We verify that the operator L = D? —5D 4+ 6 is a Sturm-Liouville operator, and argue
that with boundary conditions X (0) = 0 = X (1) it has no eigenvalues larger than or equal to —1.
First, we have:

(6—53:X/)/ 4 66—5mX

L[X]=X"-5X"+6X = p—

)

so that L is in Sturm-Liouville form. Concretely, we use e ®® to account for the coefficient —5
which appears in L: in required (p(z)X’)’ the term, the coefficient of X’ is p’(x), so we need this
term to produce —5 in order to match up with the given L, and p(z) = e~>* does the trick. This
choice of p(x) = e~ in the denominator is also good since it is positive, meaning that it does serve

as an appropriate “weight” in the corresponding inner product:

1
(f.9) = /0 &5 f(z)g(x) da.

The operator L = D? — 5D + 6 is then symmetric with respect to this inner product on the space
of (say continuous) functions satisfying the boundary conditions X (0) =0 = X(1).

Now we look for eigenvalues of L. The eigenvalue equation L[X] = AX with boundary condi-
tions, of which we want nonzero solutions, in this case is:

X" —5X"+6X =X, X(0)=0=X(1).
This seocnd-order ODE can be rewritten as
X"—5X"+(6-N)X =0,

which we know how to solve: the characteristic equation is 72 — 57 + (6 — \) = 0, and so the roots
which will determine the form of the solution are given by:

T_5i\/52—4(6—)\) 5 EVI4+4X
- 2 o 2 '

For A > —% this gives two distinct real roots A1, A2, so the solution is
X = c1eM® + coe2®,

But here the boundary conditions will force ¢; = ¢ = 0:
X(O):Cl+02:0 1 1 c1 0 c1 0
EVSY frd A g
X(1) = c1eM + c2e?2 =0 M| e 0 2 0
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where the matrix in the middle is invertible since A; # Ao. So, there are no nonzero solutions here
and thus no eigenvalues larger than —i. For \ = —%, the characteristic equation has a repeated
root A, so the solution looks like

X = c1e™ + coxe®.
But again the boundary conditions force this to be trivial: X (0) = 0 becomes ¢; = 0, and then
X (1) = 0 implies co = 0. So A = —% is also not an eigenvalue. The upshot is that all eigenvalues
of this specific operator (with the given boundary conditions) must be less than —i. We will finish

computing these in a bit.

Eigenproperties. Let us clarify some important properties related to the eigenspaces of a Sturm-
Liouville operator L. First, we claim that the eigenspaces corresponding to different eigenvalues
are orthogonal to one another: if f, g are eigenfunctions with eigenvalues \ # p respectively, then
f and g are orthogonal. (This is what underlies the orthogonality relations we used previously in
deriving the coefficients of a Fourier series! We’ll highlight this in a bit.) This actually has nothing
to do with the specifics of Sturm-Liouville theory at all, and is just a general fact about the linear
algebra of symmetric operators. Indeed, if Lf = Af and Lg = pg, with A # u, then

(Lf,g) = (Mf,9) = A{f,9) and (f,Lg) = (f,ng) = pn(f,9)-

But if L is symmetric then these two expressions should be equal, which since A and p are different
requires that (f,g) =0, so f and g are orthogonal as claimed.

(If you have studied complex inner products before, you might point out that technically the
second computation above should really result in (f, ug) = @ (f, g) based on argument, so that the
reasoning above only works if u = 7z is real. But, this is really no restriction at all: a symmetric
operator can only have real eigenvalues in general. We will not prove this here, but it is a standard
computation in a linear algebra course which deals with abstract inner products.)

A second key property of L does depend on the fact that we are working within the context of
Sturm-Liouville theory: the fact that each eigenspace is only 1-dimensional, and hence is spanned
by any one choice of an eigenfunction. (This is not true of symmetric operators in general—for
instance, it is not true of symmetric matrices.) This is why we get eigenfunctions like sin "7*, one
for each n, when solving the wave and heat equations. This all comes from the fact that we are
working with second-order linear ODEs:

(p(x)X") + q(z)X
p(z)

=X <= p(@) X"+ (2)X + q(x)X = Ip(z)X.

We know from last quarter than the space of solutions to such a (non-driven) second-order linear
ODE is 2-dimensional, where any solution can be written as a linear combination of two linearly
independent solutions. If we impose separated boundary conditions (i.e. boundary conditions
which depend on each endpoint one at a time, but do not relate their simultaneous behavior to
one another), we get an eigenspace which, if it were 2-dimensional as well, would imply that all
solutions of the second-order ODE above would necessarily have to satisfy the boundary conditions
too, which is not the case. In other words, the space of solutions satisfying boundary conditions is
at least 1-dimensional and sits inside the space of all solutions of the second-order ODE, but cannot
be equal to this entire space of solutions since not all solutions satisfy the boundary conditions,
so it must have dimension strictly less than 2. This fact makes it possible to easily describe all
eigenfunctions for each eigenvalue, once we have at least one.
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Example. Let us return to the Sturm-Liouville operator L = D? — 5D + 6. We saw before that
the eigenvalue problem
X" —5X"+6X =X, X(0)=0=X(1)

can only possibly have a nonzero solution for A\ < —i. Let us now determine the values in this

range which are actually eigenvalues. The roots of the corresponding characteristic equation in this

5EV1I+4N  5Ei\/[1+4)|
2 B 2 ’
where we note that 1 +4X < 0 so that we need to take its absolute value in the square root. Thus,
the general solution to the second-order ODE above is:

N

S5z T
X = cire2 cos(——

case are:

/TN
(—5—).

)+ 026%1 sin
The boundary condition X (0) = 0 forces ¢; = 0, and the boundary condition X (1) = 0 requires

that:
5 \/‘14-4)\‘)_0

coe2 sin( 5

Thus we get a nonzero solution only when

V|14 4]

5 =nr
for a nonzero integer n. (Taking n = 0 requires \ = —%, which we already ruled out.) Solving this
for A yields eigenvalues of the form

- —4n?r? — 1

Ap = 1

(The negative signs show up when getting rid of the absolute value.) Note that all of these, for

n # 0, are indeed strictly smaller than —i, as expected. Corresponding eigenfunctions are:

X,=e3 sin(xiﬁl;ll/\"‘) —e% sin (%Y 4;‘2“2) —e% sin(nmx),
and any other eigenfunction must be a scalar multiple of one of these.
Moreover, these eigenfunctions are orthogonal for different n, with respect to the weighted inner
product which corresponds to this Sturm-Liouville operator:

1 1
(Xn, Xm) = / e O X () X () d = / e e sin(mrx)e%x sin(mmx) dr =0
0 0

for m # n. This can be a tedious think to check directly using trig identities (note that we did not
actually verify the orthogonality relations used in Fourier series directly), but must be true from
the general eigenproperties of these operators we gave before.

Sturm-Liouville (Spectral) Theorem. Finally, we state the main result about the operators
we are considering. As usual, we are omitting the specific assumptions (continuity or otherwise)
needed to make this all work out, but you can check the details in the book. These assumptions
will hold for all the scenarios we actually care about, for instance with the wave and heat equations.
The key facts are:

e the eigenvalues )\, form a discrete sequence: A1, Ao, Ag, ... of numbers, and
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e if we pick an eigenfunction X, for each, the collection {X,} forms an orthogonal basis for
the space of (continuous) functions satisfying the appropriate boundary conditions.

The second property is what guarantees that we will be able to express arbitrary functions satisfying
the boundary conditions in terms of these eigenfunctions, with the first property guaranteeing that
such an expression will in fact be an infinite series indexed by n, in addition to guaranteeing
implicitly that the eigenvalues exist. As mentioned last time, such results are known as Spectral
Theorems; the term “spectrum” is used to denote (roughly) the set of eigenvalues of an operator,
which is where the “spectral” in Spectral Theorem comes from.

Now, finding these eigenvalues and eigenvectors explicitly in the end does come down to solving
some ODE, as we went through in the example of L = D? — 5D + 6. So, this theorem does not
give us a way to get around this brute-force computations. Rather, once we have done the required
computation, the machinery of this theorem is what tells us that we will be able to express other
functions in terms of the eigenfunctions we found.

Examples we have seen. And now let us finish by recasting numerous examples we have seen in
the past few weeks as instances of this theorem in action. First, we have just worked out here that
for the Sturm-Liouville operator L = D? —5D + 6 with boundary conditions X (0) = 0 = X (1), the
eigenvalues and orthogonal basis eigenfunctions guaranteed to exist by this theorem are:

—4n’r? — 1 «
An = %, X,=e? sin(nmx).
In this case we have orthogonality with respect to (f,g) fo 5% f(z)g(x) dr. Expressing a

function in terms in these eigenfunctions yields a series made up of these exponential—sine terms.
The eigenvalue problem we first considered with the wave and heat equations was

= AX, X(0)=0=X(L).

The eigenvalues and eigenfunctions we get from this theorem for the Sturm-Liouville operator D?
are the ones we computed previously:

An = _(%)27 Xn = Sin%a

where we have orthogonality with respect to (f, g) fo x)g(x) dz. The resulting type of series
these give rise to is a Fourier sine series.

Another example we considered previously was the heat equation with insulated boundary
conditions, which translated to X’(0) = 0 = X'(L). (Here we are talking about the same Sturm-
Liouville operator D? as before, only with different boundary conditions.) The eigenvalues and
eigenfunctions this theorem yields were found to be:

M=0, Xo=1and )\, = —(%)2, X, = cos(”zw).
Again we have orthogonality with respect to (f, g) fo x) dx, and the type of series we get

is a Fourier cosine series.
Finally, consider again the operator D?, but now with periodic boundary conditions:

X(~L) = X(L), X'(-L) = X'(L).

These are not “separated” since they mix up the behavior at —L with the beha\nor at L, but are
good enough to still imply that D? is symmetric, in this case with respect to (f, g) f flx
The eigenvalues and eigenfunctions get here are

M=0, Xo=1and A\, = —(’%)2, Xy = cos "TE, Y), = sin "7E,
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(So, in this case we actually get two independent eigenfunctions for each eigenvalue, and together
the cosine and sine eigenfunctions are needed to obtain all eigenfunctions. In other words, in this
case the eigenspace is 2-dimensional; a 1-dimensional eigenspace is only guaranteed when we have
separated instead of periodic boundary conditions.) The resulting type of series is a full-blown
Fourier series with both sine and cosine terms. Note again, that the orthogonality relations for
these sine and cosine functions we mentioned previously but avoided verifying directly now come
for free simply from the fact that these are eigenfunctions for a symmetric linear operator.

Lecture 20: Eigenfunction Expansions

Warm-Up. We determine the eigenvalues and eigenfunctions of the operator L = D? 4 1 subject
to the boundary conditions X (0) + X’(0) = 0 and X (7) + X'(7) = 0. Note that this is indeed a
Sturm-Liouville operator:

(1X')Y +1X

1

where the point is that since there is no X’ term, a more elaborate p(z) showing up in (p(z)X’)’ in
the numerator is not needed. This operator is then symmetric with respect to the inner product

LIX|=X"+X =

o) = [ 1@ do
with no additional weighting. Now, the eigenvalue problem to solve is
X"+ X =XX, X(0)+X'(0)=0=X(7) + X'(n).

This second-order ODE can be written as X” + (1 — A\)X = 0, and in the cases where 1 — X <0, it
turns out that the only solution which satisfies the given boundary conditions is the zero function,
so we move on. (You'll verify this on the homework: write down what the solutions look like in
these cases and use the boundary conditions to show that the unknown c;, co which appear must
both be zero.)

So, we assume 1 — X\ > 0. Write 1 — X\ = k? for a positive number &, so that the general solution
of X"+ kX =01is

X =cicoskx + cosinkx.

Now, the boundary condition X (0) + X'(0) = 0 gives
c1+ kep =0,
and the boundary condition X (7) + X'(7) = 0 gives
c1cos km + cosin km — ke sin kw + keg cos km = 0.

(Careful: we do not yet know that k is an integer, so we cannot yet say that for instance sin k7w = 0.)
If we write this second condition as

(c1 + kcg) coskm + (cg — key) sinkm = 0,

we see that the first boundary requirement ¢ + kco = 0 forces the first term above to be zero, so
that we are left with
(c2 — kep)sinkm = 0.
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Thus either co — kc; = 0 or sin km = 0, but in the first case we thus have the pair of requirements
c1+keo and co — ke =0,

which are only satisfied by ¢; = ¢o = 0. This is no good, so we must instead have sin km = 0, which
says that k& must indeed be a positive integer. Thus 1 — A = n? for some positive integer, and thus
the eigenvalues are \,, = 1 — n?. The solution of our ODE in this case is

X = cjcosnx + cysinnz,

where the first boundary requirement still forces the condition that ¢; + nco = 0. Taking ¢co = 1 in
order to get a nontrivial solution then gives ¢; = —n, so the eigenfunctions are given by

X, = —ncosnx + sinnx.

By the Sturm-Liouville (Spectral) Theorem, these eigenfunctions give an orthogonal basis for
the space of (piecewise) continuous functions on [0, 7]. Here, orthogonality means that

™
(Xn, Xm) / Xn( (x)dx —/ (—n cos nx + sinnx)(—m cos max + sinmz) dz = 0
0

when m # n. This can be verified directly via a tedious integral computation, but of course we
know it must be true solely from the fact that the X, are eigenfunctions of the symmetric operator
L = D? 4 1 which corresponding to different eigenvalues.

Eigenfunction expansions. So, we now finally come to the point where we will see why having
such eigenfunctions available is good. The idea is that ODEs or PDEs we might want to solve will
become simpler to study once we express any function involved in terms of these bases of eigenfunc-
tions. This is analogous to the idea in finite-dimensional linear algebra that matrix equations can
be simpler to study if we express everything in terms of coordinates with respect to a well-chosen
basis, and we will elaborate on this point of view in a bit.

So, suppose we consider a driven ODE of the form L[X] = f(x), where L is a Sturm-Liouville
operator, and were we impose some appropriate boundary conditions. The Sturm-Liuoville Theo-
rem gives a basis of eigenfunctions X,,, with corresponding eigenvalues A,,, which are orthogonal
with respect to some appropriate (possibly weighted) inner product. Our goal is to find the solution
X to L[X] = f(x). First, we can expand this to-be-determined solution in terms of our eigenbasis:

X = i cnXn
n=1

This is something like a Fourier series, only a “Fourier series” relative to the specific eigenfunctions
Xp. (What we usually refer to as a “Fourier series” is the situation where the eigenfunctions are
given by sines and cosines, but really they could be something else in general.) The goal is to find
the coefficients ¢, needed to make this satisfy our driven equation. Similarly, we can expand the
driving term f(z) in terms of this basis:

n=1

But in fact, we know precisely what the coefficients d,, have to be, due to the orthogonality of the
basis functions X,,: we showed at some point last week that these coeflicients must be given by

{(f(2), Xn)

dn - 3
(Xny Xn)
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so that the d,, X, term is something like an “orthogonal projection” of f onto X,,.
Now, we can also determine L[X] in terms of this basis. Using linearity of L, we have:

> chn] = LleaXn] = > eaL[Xy].

Actually, there is one subtlety here: linearity for sure allows to break up finite linear combinations
in this way: L1 Xy + - + ¢ Xk = ai L[X1] + - - - + e, L[ Xk, but here we are trying to this to an
infinite linear combination. This does in fact work, but depends on the fact that L is what’s called
a continuous linear differential operator. We will not go into what this means here, but is worth
pointing out nonetheless; continuity—whatever that means in this context—is what allows us to
make the jump from finite sums to infinite sums. Going back to the work above, now we use the
fact that the X,, are eigenfucntions of L to say that L[X,] = A\, X}, so that the expression above
becomes

LIX]=L

L[X] = Z A Xn.
n=1

Indeed, this is the entire point of having a basis of eigenfunctions: it is easy to describe how a
linear operator will behave in general since it will simply scale each eigenfunction by the appropriate
eigenvalue. (The point of having our eigenfunctions be orthogonal was to determine the coefficients
needed in our sum explicitly, as fractions of inner products as written above.) Thus, if we want X
to satisfy L[X] = f(x), after having expressed X, L[ X], and f(x) in terms of our basis X,,, we are
left with the requirement that

{(f(x), Xn)

nzlanan = nzldnxn, where d,, = X, X

But in order for this to be true, the coefficients of X,, on both sides must match up (this comes
from some type of “linear independence” property), so

Cn)\n = dn; and thus Cp = A_n

n

and we have achieved our goal: determine what the coefficients ¢, in our to-be-determined solution
X =) e, X, actually have to be.

The conclusion thus is that the solution of the driven ODE L[X] = f(x), satisfying boundary
conditions, is given by
(f(2), Xn)

oo dn
X = ZA—an, where d,, = X, X
n:1 ) n

So, if we can find the eigenvalues \,, and eigenfunctions X,,, we can solve any such driven equation.
(Actually, such a solution will exist only for certain f(z); what we are really saying is that if a
solution exists, this is what it has to look like, but it turns out that not all choices of driving term
f(z) will actually yield an honest solution, due to the nature of working with boundary conditions.
You'll see an example of this on the homework.)

Diagonalization. Let us recast what we have just done in the language of linear algebra, to
make a connection with a concept you have no doubt seen before. After expanding X in terms of

eigenfunctions:
o
X = § Cn Xn )
n=1
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the point is that the ¢, should be viewed as the “coordinates” of X with respect to the basis X,,,
and we can encode these in an “infinite-dimensional” vector:

The fact that the X,, are eigenvectors so that
o0
LIX] =) endnXn
n=1

says that the coordinates of L[X] are A,cp, so that L has the following effect on “coordinate”
vectors, scaling each coordinate by the appropriate eigenvalue:

c1 Aicr
&) A2

But this final expression can be written in terms of multiplication by an infinite-dimensional matrix:

Acl A1 C1
A2C2 A2 c2
Agcz| — A3 c3|

so the upshot is that the effect the operator L has on “coordinates” is given by this matrix, so that
L is represented by this infinite-dimensional matrix with respect to this particular eigenbasis.

And now the point: this is precisely what happens for a diagonalizable matrix! To say that a
matrix A is diagonalizable is to say that there is a basis of R consisting of eigenvectors of A, or
equivalently that A = SDS~! for some diagonal matrix D and invertible matrix S, whose columns
give the eigenvector basis. The diagonal matrix D, whose diagonal entries are the eigenvalues,
then describes the effect which A has on coordinates relative to the eigenbasis, so that the effect
is simply to scale each coordinate by the appropriate eigenvalue. Thus, what we have done here
now is to essentially diagonalize (or better yet: orthogonally diagonalize) the infinite-dimensional
Sturm-Liouville operator L! From this perspective, solving L[ X] = f(z) amounts to solving for the
¢, in the infinite-dimensional matrix equation

)\1 C1 dl
)\2 C2 d2
A3 c3| ~ |ds

where the d,, are the “coordinates” of f(x) relative to the basis of eigenfunctions. But this matrix
is invertible when all the eigenvalues are nonzero, and its inverse is still diagonal with diagonal
entries being the reciprocals of the A, so we the solution we want is

c1 A1 !l )%1 dy
(&) _ )\2 d2 _ %2 d2
c3| — A3 ds| — ,\%} ds
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This explains the values ¢, = f—z we derived before, so being able to “diagonalize” L has now

allowed us to easily “invert” it in order to solve L[X] = f(z) ~ X = L7![f(x)].

Example. Consider the second-order driven ODE X" + X = sin x+cos x with boundary conditions
X(0)+ X'(0) = 0 = X(7) + X'(w). We determined the eigenvalues and orthogonal basis of
eigenfunctions in the Warm-Up:

A\, =1—n? X, = —ncosnx + sinnzx.

so we can use the method of eigenfunction expansion to solve this. Now, this is not necessary in
this case, since this it the type of ODE we considered last quarter: the general solution of the
non-driven equation is X = ¢y cosx + cosinz, and we can find a particular solution of the form
X4 = Az cosx + Bxsinx, from which we can form the general solution of this driven equation and
then work out the ¢, co needed to satisfy the boundary conditions. Or, we can use the method of
variation of parameters or equivalently Green’s functions to find a particular solution. Nonetheless,
let us work this out using eigenfunction expansions to see how this method plays out in practice.
We can expand our driving term as:

[e.9]
sinz + cosx = E dp(—n cosnx + sin nx)

n=1
where
Q= (sinx 4 cosz, —n cos nx + sinnx) _ Jo (sinz + cos z)(—n cos na + sinnx) dx
" (—=ncosnx + sinnx, —n cos nx + sin nx) sm(n?+1)

The denominator comes from computing f(;T (—n cosnx +sinnx)? dz, and if we compute the numer-
ator (use a computer) we get:
2n(cosnm + 1)

™
/ (sinz + cosx)(—n cosnx + sinnx) dr = — a1
0 nZ _

at least when n # 1; when n = 1 this integral is zero, so d; = 0. Thus

4n(cosnm + 1) 4n(cosnm + 1) 51
= = n
" ow(n?+1)(n? - 1) n(nt—-1) 7

and hence the solution of our ODE is

Eoo d ZOO 4n(cosnm + 1)
- .
X = ~ EXH = P 7T(7’L4 _ 1)(1 — 7’L2> (—n cosnx + Sln?’L:L‘),

(Note that we exclude the term with n = 1 from this sum, since as derived above we have d; = 0,
which is good since we would not be able to divide by A; in this case because A\{ = 1 — 12 in fact
equals 0. This, as you’ll see on the homework, is what places a restriction on the types of driving
terms we can consider in L[X]| = f(z); for this particular L, these driving terms must be ones
which make the d; coefficient zero, as in this example.) After using some infinite series identities,
this will actually end up giving the same solution as the other methods described above.

Driven PDEs. Let us now apply the method of eigenfunction expansion to the driven wave
equation, which we otherwise would not know how to solve:

Ut — C2Umm = F(l'vt)
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with boundary conditions u(0,t) = 0 = u(L, t) and initial conditions u(x,0) = f(z), ut(x,0) = g(x).
(Next time we will consider an example of the driven heat equation.) In the non-driven case we’ve
seen that the formal solution can be constructed using the eigenfunctions X, = sin *7%, which form
a orthogonal basis for the space of (pieceise) continuous functions on the interval [0, L] with respect
to the inner product (f,g) fo x)dx. We will now expand the to-be-determined solution

u(x,t) of our driven equation in terms of the same eigenfunctions.
To be precise, if we fix ¢ we can consider u(x,t) as a single-variable function u(z,t) of x alone,

and this single-variable function can expanded in terms of the eigenfunction basis above:

o0
u(z, tg) = Z Uy, sin ?
n=1

If we pick a different ¢, only the coefficients U,, change, so we can view these coefficients as varying

as t does:
[oe)

. nrmw
E Un(t SlIl—

For instance, in the case of the undriven wave equatlon with F(z,t) = 0, these functions are the
ones we saw before in the undriven formal solution:

Un(t) = Ay cos T + By, sin <2

Thus, the problem boils down to determining the coefficient functions U, (t) needed in order for
this u(x,t) to indeed satisfy our driven wave equation. Plugging u(z,t) into our PDE gives:

o0 o) [e.e]
2
E Ul (t) sin 2 —c? E Un(t)(—”L E ) sin 7L
n=1 n=1 n=1
TV
Utt Uzzx F(Z,t)

where we are using the eigenfunction expansion, with respect to x alone so that the resulting
coefficients still depend on t, of the driving term on the right:

L
Z Cn(t)sin 222, C,(t) = 2 / F(x,t)sin “7* dx.
0

The coefficients of the eigenfunctions on both sides have to match up (due to a linear independence
property), so we must have:

Un(t) + (9F%)?Un(t) = Cu().

Thus, the to-be-determined coefficient functions U, (¢) must be ones which satisfy this driven second-
order ODE. We already know methods for solving this, making it feasible to find U, (t).

Even better: the initial conditions u(x,0) = f(x),u:(x,0) = g(z) can be turned into initial
conditions on the U,(t). The first becomes:

flz) = i U (0)sin “7%,
n=1

which says that the U, (0) must be the Fourier sine coefficients of f(z), and the second initial
condition becomes

g(x) = u(z,0) ZU’ sin “7E,
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which says that the U], (0) must be the Fourier sine coefficients of g(z). Thus we end up with U, (t)
satisfying the following second-order IVP

Uy (t) 4+ (9F5)2Uy (t) = Cr(t), Un( / f(z)sin "2 dx, U, (0 / f(z)cos BEE dx,

which has a unique solution. Depending on the form which C),(¢) actually takes, this can be solved
using either the method of undetermined coefficients or more generally the method of variation of
parameters (i.e. Green’s functions). For an undriven equation with F'(z,¢) = 0, the functions C,,(t)
are all zero, and the solutions of U}/ + (2%)2U,, = 0 produce the A, cos 2"t + B, sin 2™ in the
previous formal solution we derived.

To summarize, the solution of the driven wave equation uy — Uz, = F(x,t) with boundary
and initial conditions

u(0,t) =0 =wu(L,t), u(x,0) = f(z), uz,0) = g(x)
is given by

E U, (t) sin 272 "”

where Uy (t) is the solution of the second-order ODE

2 L
UY(t) + (272U (1) = Z/o Fa, ) sin ™12 di

with initial conditions

2 [t 2 ("
Un(o)zz/o f(x)sin T2 dz  and U,’L(o)z—/0 g(x)sin “F da.

L

Determining U, (t) explicitly still involves some work, but the point is that the problem of solving a
driven PDE (in this case the wave equation) is reduced to a whole bunch of integral computations:
find the value of U, (0), the value of U},(0), the driving term of the ODE for U, (¢), and finally the
value of U, (t) using variation of parameters (which is also an integral computation) in the most
general case. We’ll work through an explicit example of this next time for a driven heat equation,
where the work is a bit simpler since we will end up with only a first-order ODE for U, (t) as
opposed to a second-order ODE as above.

Lecture 21: Green’s Functions
Warm-Up. We find a solution of the driven ODE
X" —5X"+6X = e% sin 3mx — 46571 sin 7mx

which satisfies the boundary conditions X (0) = 0 = X(1). Now, of course this is something we
could have done last quarter using either the method of undetermined coefficients or variation of
parameters, but here we carry this out using the method of eigenfunction expansion. The hard
work here is in determining the eigenvalues and eigenfunctions of the appropriate linear differential
operator, but once we have these, finding the desired solution the driven ODE is simpler to carry
out algebraically than prior methods were.
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In fact, we found the eigenvalues and eigenfunctions of L = D? — 5D + 6 with boundary
conditions X (0) = 0 = X (1) as an example in a previous lecture, where we got:

—4n272 -1 5z |
Ap=———— and X, =e?2 sinnnz.
4

The inner product with respect to which L was symmetric, and with respect to which these eigen-
functions are orthogonal, was:

1
(f,9) = /O e f(z)g(z) dx.

So, the point now is to expand all functions involved—both the driving term and the solution we
are after—in terms of these eigenfunctions. But the particular form of the driving term we are
considering makes this easy: if we want

o
ez sin3nx —4e2 sinTnx = E dpe2 sinnrwx,
n=1

we must have d3 = 1,d7; = —4, and 25111 other d,, = 0 since the left side is already in the correct
form, so we need the coefficients of e 2 sinnmz on both sides to match up. Alternatively, we can
use the inner product to determine these coefficients:

(f(x), Xn) fol e*‘r’m[e%z sin 37z — 4e’ sin 77T.’IZ]€571 sinnrx dr

d = - 5z 5z
" (X, Xn) fol e 5%[e2 sinnmz]le? sinnmrz]dx

9

where the orthogonality relations for sine makes these quick to compute: we only get a nonzero
integral in the numerator for n = 3 and n = 7, and we get the same values of d,, as stated above.
(Note that the e terms all go away in the integrals after multiplying by the weight e=5%.) Again,
in this case these integral computations were unnecessary given our specific driving term, but for
more general driving terms these integral computations are the way to go.

Having expanded our driving term in terms of these eigenfunctions, the solution can now be
found by dividing each coefficient by the appropriate eigenvalue:

LIX] =) dnXp~X=) i—”Xn.

Note in our case that all eigenvalues are nonzero, so we do not have exclude any terms from this

sum. Thus, using d3 = 1,dy = —4 and other d,, = 0, we get that our solution is:
ds dr7 e sin 3rx e sin Trx 4% sin 3rx 6571 sin Tz
X=—"X3+—X7;= —4 = — .
A3 3+>\7 ! =36n7—1 =196n%—1 3672+ 1 19672 + 1

Again, this works since applying L to this has the effect of scaling each eigenfunction by the
corresponding eigenvalue, which will “undo” the eigenvalues in the denominator.

Driven heat example. Consider now the driven heat equation
up — Ktgy = F(z,1)

subject to boundary conditions u(0,t) = 0 = u(L,t) and initial condition u(z,0) = f(x). As with
the wave example last time, we seek to solve this by expanding everything in terms of eigenfunctions.
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The eigenfunctions in this case are X,, = sin 27 with eigenvalues A, = —(%£)?, so, we write our

to-be-determined solution as
%
E U, (t) sin —

for some unknown coefficient functions Uy, (t). (To be clear, fix t = ¢y and expand the single-variable
function u(z,tp) in terms of = using our eigenfunctions, and then vary ¢.) In order to satisfy our
driven PDE, we require that

f:U,;( smm—KZU Zc sm@
n=1

Ut Uzx F(.T,t)

where .
2
Cy(t) = I /0 F(x,t)sin ? dx

are the Fourier sine coefficients (with t fixed, = varying) of F(z,t). After comparing coefficients,
this says that U, (t) must satisfy the following first-order ODE:

UT/L(t) + K(%)QUn(t) = Cn(t)

(Note in the undriven case F(z,t) = 0, we have C,(t) = 0 so that this equation has exponential
solutions Uy (t) = Ane KCED’t which gives the formal solution u(z,t) =300 A,e KO )’ gin nrr
we derived previously for the undriven heat equation.) If we now impose our initial condition
u(z,0) = f(x), this translates into

u(z,0) Z Un( bln

so that the U, (0) must be the Fourier since coefficients of f:

/ f(z Sin@dzn

Thus we end up with a first-order IVP for U, (?):

nmwx

U (t) + K(%)QUn(t) = Ch(1), / f(x)sin — dz,

which after solving will yield the solution u(z,t) = > 77, Uy,(t) sin ™ to our driven heat equation.
Let us work all this out in detail for the following specific example

Ut — Ugy = xt, u(0,t) =0 =u(m,t), u(z,0)=0.

First, our solution will look like
oo
= Z U (t) sinnx
n=1

for functions U, (t) satisfying some first-order IVP. To write down this IVP, we first need to find
(use a computer) the Fourier since coefficients of F(x,t) = xt:

2 (" 2t
Cn(t) = —/ stsinnz de = — 0
0

™ n

70



The Fourier sine coefficients of the initial condition u(z,0) = 0 are all zero, so the IVP we want is:

2t
UL (t) + n2Un(t) = ,$7 Un(0) = 0.

Solving this using an integrating factor (or undetermined coefficients) gives:

2cosnm _ 2 2cosnm  2cosnw
Un(t) = —Te nt + n5 — n3 t,

and thus the solution to our heat equation with driving term F(x,t) = xt, boundary conditions
u(0,t) = 0 = u(m,t), and initial condition u(x,0) =0 is

o0
2cosnm _,2, 2cosnm  2cosnm )\ .
u(x,t) = E ————¢ + — — 5t | sinna.
n n n

n=1

Green’s functions. ***T0O BE FINISHED***

Fundamental solutions. ***T0O BE FINISHED***

Lecture 22: Series Solutions
Heat-like equations. ***TO BE FINISHED***
Fourier transforms. ***T0O BE FINISHED***

Series expansions. For our final topic, we return to second-order linear ODEs, and seek to
develop a more general approach to finding solutions. In particular, we will mainly be interested
in second-order equations with variable coefficients:

az(z)y" + a1(x)y + ap(x)y = 0.

We have previously fully solved the case of constant coefficients, and we also know that in this more
general setting all we need to do is find two linearly independent solutions, since all solutions can
be expressed as a linear combination of these. But what remains is a procedure for finding these
independent solutions in the first place.

We now consider, not an eigenfunction expansion, but a power series expansion of a solution:

o
Y= ch(.’L’ — )",
n=0

The strategy is then the same as what we did with eigenfunction expansions in the PDE case: plug
this proposed solution into our ODE, and use the series form to deduce information about what
the unknown coefficients ¢, must look like. Once we have these coeflicients, we have our solution,
at least once we clear up issues regarding convergence. So, this is not literally the same we did in
the PDE case since this is not an eigenfunction expansion, but it is “similar-in-spirit” in the sense
that we are still performing all computations in terms of a specific type of “expansion”; later we
will make some more direct connections with what we did for PDEs.
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Example. Consider the ODE y” +y = 0. Now, we already know how to solve this, but let us
nonetheless work out the solution via the power series approach. Suppose we can expand y as a
power series centered at O:
o]
Y= Z cpx™.
n=0

By the general theory of power series, we can then compute derivatives term-by-term:

oo o0 oo [e.e]
y = Z(cna:”)’ = chnxnfl = chnxnfl and " = Zn(n — Depz™ 2
n=0 n=0 n=1 n=2
Thus, in order for the proposed y to satisfy the given ODE, we need:
o o
Z n(n — e,z 2 + Z cpz” = 0.
n=2 n=0
~ SN——
yll y

We seek to determine the overall coefficient of each 2™ on the left side, and for this it is helpful
to reindex the first sum to start at n = 0 instead:

o0 o
Z(n +2)(n + 1)epqoz™ + Z cpr™ = 0.
n=0 n=0

The basic fact is that in order for this equality to hold, the coefficient of ™ on the left has to match
up with the coefficient of =™ on the right (think of 0 as ) 0z"), so we require that

(n+2)(n+1)cpyo+ ¢, =0 for all n > 0.

This then gives a recursive description of the coefficients we are after, which fully characterizes
what these coefficients (for n > 2) should actually be, so we would say that the solution to our
ODE is given by y = >_7° ; ¢,a" where the ¢, are given by the recursion above, with ¢o,c; (the
two terms not specified by the recursion) arbitrary constants.

In some nice cases, such as this example, we can go further and use the recursion to determine
the coefficients, and hence series solution, explicitly. (This will not always be possible, which
does not cause an issue practically since numerically the recursion gives enough information to
approximate solutions to any degree of accuracy. We will see an example of this later.) To start,
taking n = 0 in the recursion above gives:

2co +c9 =0, so cag = —=cg.

Taking n = 1 gives

3:2c3+c1 =0, soc3 =———c1.

For n =2 and n = 3 we get:

1 1 1 1
C4=———C = C 5=——Cc3=—"""=°
YT 437 a2 T 54 T 5432l
and so on; in general, all even-indexed coefficients can be expressed solely in terms of ¢y and all
odd-indexed coefficients in terms of ¢;, with ¢y and ¢; being arbitrary:
(—1)" (—1)"

T o 0 T o)

C1.
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Our solution thus looks lke:

2n_|_ 12 (—1)" L2+l
(2n +1) ’

where in the second line we have split up the sum into portion which consists only of even powers of
x and the portion consisting of odd powers, since this split is what the recursion naturally produced.
In this case we can go further still: the resulting power series are precisely the standard expansions
of cosx and sin x respectively, so our solution is

Yy =cpcosx + cysinz,

precisely as we would have expected using roots of the characteristic equation. Again, for this
particular ODE, the power series approach is not strictly necessary, but rather provides an easy
first example of the method in action.

Another example. Consider now the ODE 2%y” — 22y’ + 2y = 0. We saw this type of thing last
quarter as an example of what’s called an Fuler equation, which are equations we will study more
carefully in the coming days. Back then, we looked for solutions of the form 2", and determined
the exponents r which would turn this into an actual solution. But let us forget this for now and
derive the solution via power series.

Suppose we can expand the solution y as a power series y = Y > cpz™. Using the same
derivatives we wrote down in the prior example, in order for this to satisfy this ODE requires that:

o0 [o¢] o0
z? E n(n — 1)cn:c"_2 —2x g nepz™ 42 E ez =0
—_———
y// y/ y

After bringing in the coefficients, this becomes:

o0

Z (n—1)cpa” —Qchnx —1—22%30

The coefficient of ™ on the left must be zero, and so we get the requirement
n(n —1)c, — 2ne, + 2¢, = 0 for n > 0.

(Note that when n = 0, the first two terms are zero, which makes sense since neither of the sums
above starting at n = 2 or n = 1 contribute anything to z°, and when n = 1 the ﬁrst term is zero,
which again makes sense since the sum starting at n = 2 contributes nothing to z'.) The resulting
requirement can be written as

[n(n —1) — 2n + 2]¢, = [n* — 3n + 2]e, = 0,

so we get that either n? — 3n 4+ 2 =0 for ¢, = 0 for each n > 0. The first holds for n = 1,2, so we
conclude that for n # 1,2, ¢, must be zero, while there are no restrictions on ¢; and cs.
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Thus, our solution looks like:

o
y:ch:c”:O+C1x+czx2+0x3+0x4+---:clm+02x2.
n=0

In particular, = and 22 are indeed the only powers of  for which 2" is a solution of this Euler
equation, so we have reproduced the fact that all solutions are linear combinations of these two
independent solutions. So, again, this was not a case where the power series approach was strictly
necessary, but rather a nice way to illustrate the general strategy.

Lecture 23: More on Series Solutions

Warm-Up. We solve the ODE
y" —2xy +4y =0

using the power series approach. Suppose we can expand y as

oo
y= Z cpz™.
n=0
Then the ODE becomes:
o0 o0 o
Z n(n — e,z 2 — 2z Z nepx™ 4 Z cpr” =0,
n=2 n=1 n=0
or equivalently
o0 oo o0
Z(n +2)(n+ 1)cpqaz™ — 2 Z nepx” + 4 Z cpr’ = 0.
n=0 n=1 n=0

Comparing constant terms (coefficients of z°) throughout gives
2¢co + 4cg = 0, so co = —2¢y,

and comparing coefficients of " for n > 1 gives:

2n —4

2)(n + 1)ensa — 2nen + 4y = 0, __ -4
(n+2)(n+ 1)ept2 — 2ney, + 4ey, SO Cpao CEDICESY

Cn-

The values of ¢g, ¢c; are thus arbitrary, and this recursive formula then characterizes our solution.
But we can go a bit further in this example. Working out a few more coefficients gives:

—2
C3 = —=C
3 321

0
C4:m02:0

2 2.2
CTF A% T e @

4
CG—WCAL—O

6 —-2-2-6
cT = C5 = c
7 765 71 1



Hence, in general the even-indexed terms beyond co are all zero, since all of these are multiples of
c4 = 0, and the odd-indexed terms look like:
—2-2:6---[2(2n+ 1) — 4] —2-2:6---(4n — 2)
Cl1 =
(2n +1)! ! (2n +1)!

Cont+1 = cy.

The general solution to the given ODE is thus:

(o)

Yy = chaz"

n=0

oo o0
= conz™ + § Conpr1z?" !
n=0

-2-2-6 4n — 2
(0—20035 +Z 2n+§)' )Clx2n+1

—2-2-6 dn — 2
_00(1—21' —I—Clz 2n+§)' )x2n+1.

In particular, taking one of ¢y, ¢; to be 1 and the other 0 gives two independent solutions

y1=1-22"  yp=

i —2:2:6---(4n—=2) o4
' :
= (2n+1)!

(So this ODE has multiples of 1—222 as its only polynomial solutions, where it was not at all obvious
at the start that any polynomial solutions exist at all.) The first function, being a polynomial, is
well-defined, but the second requires some care since it is defined as the value of an infinite series:
this will only make sense as an honest function if this series converges. In a bit we will talk about
some general considerations which guarantee that such concerns will not cause a problem for the
types of equations we’ll focus on, but let us verify this formally in this specific example. To show
that the series defining y» converges we make use of the ratio test from calculus, and compute:

‘7226 ((4[n+1]-2) 2[n+1]+1‘

4n + 2

. (2[n+1]+1)! T 2 _
Jim |Z2260n=2) o 1| = lim (2n+3)(2n+2)\$| =0
2n+1

for any . Since this limit is smaller than 1, the ratio test guarantees that the series in question
converges for all z, so that the expression given above for gy defines a valid function. As opposed
to the series expressions for, say, sinz or cosz, in this case there is no simpler standard notation
we can use to express this resulting function, so the explicit series is the best we can do.

Eigeninterpretation. ***T0O BE FINISHED***

Analyticity. Now that we are working with functions defined via convergent power series, it is
useful to introduce a term for the types of functions which arise in this way. A function f is said to
be analytic at x¢ if it can be expressed as a convergent power series centered at xg on some interval
around x: there exists ) ¢,(x — zo)™ and an interval I containing x such that

ch(:v — )" converges to f(z) on J.
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Most functions we know and love are indeed analytic, in fact on all of R: polynomials, exponentials
et =3 %T, sinz, and cosx to name a few. It can be shown that the coefficients needed in order
for this to work out must be given by ¢, = f"(xg)/n!, so that the power series required in the

definition turns out to be the Taylor series of f centered at xq:

0 £(n)

> fT(,:UO) (@ — x0)".

n=0

But, even though the ODEs we will focus on going forward are ones where the functions involved

will be analytic, it is worthwhile to give an example an a function which is not analytic as a point
of reference. Certainly, non-continuous or non-differentiable functions will not be analytic (since
power series are always infinitely-differentiable wherever they converge), but the surprising fact is
that not all infinitely-differentiable functions are analytic. The standard example is

et g
fa@) = { -0

0 x < 0.

This is in fact infinitely-differentiable, including at 0 where f(™(0) = 0 for all n. If this function
were to be analytic at 0, it would have to equal its own Taylor series centered at 0 on some interval
around 0, but this Taylor series is

SULDISE LR
n=0 n=0

which converges to 0 everywhere and hence not to f(z) = e~+ for > 0. Hence f is not analytic
at 0. (In fact, there is a sense in which “most” infinitely-differentiable functions are non-analytic.)

Theorem. The key fact for our purposes is that analyticity of the coefficients in a second-order
linear ODE implies analyticity of the solution. To be precise, suppose

v +p(x)y +q(@)y =0, y(zo) = vo. ¥'(z0) =y

is a second-order linear IVP. The result is that if p(x) and g(x) are analytic at xg, then so is the
solution. Moreover, if the power series defining p(x) and ¢(x) converge on a common interval I, so
then power series defining the solution also converges on I. Thus, as long as we deal with coefficients
which are expressible as power series, we are guaranteed that the solution too is expressible as a
power series, so our series solution method will actually work.

Aging spring example. Consider the ODE y” + e~ 2ty = 0 with initial values y(0) = 2,¢/(0) = 1.
The functions 0 (the coefficient of y') and e~2 are analytic at 0, so the solution is indeed expressible

as a power series centered at 0:
(o]

y= Z cnt”.
n=0
Moreover, the series expansions of 0 and e~2! converge on all of R, so this series solution should
converge on all of R as well. We will derive a recursive formula for the coefficients.

To give some context, this equation is similar to the harmonic oscillator equation vy + k%y = 0,
only that here the “spring constant” e~2! is not constant but varies with respect to time. As
t increases, this “spring constant” decreases, so we can view this equation as modeling a spring
where the strength/tension of the spring decreases over time, as would be the case for an “aging
spring”. In our case, we pull the spring to a starting position of y(0) = 2, and then give it an initial
velocity of ¢/(0) =1 as we let go:
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This will initially move the spring a bit to the right, but the tension then pulls it back towards the
left, with this “pulling” action getting weaker as time progresses. We thus expect the solution to
look something like the following, where the upward direction corresponds to rightward motion:

9

+
The series defining our solution must thus satisfy:
oo oo
> (n+2)(n+ Deppat™ + e ept” =0.
n=0 n=0
Now, the function e~2* can be expanded as:
oo oo
-2t __ (_Qt)n _ (_Q)n n
e = Z nl Z n! .
n=0 n=0

We can multiply this series with >~>7 j ¢,t" in order to obtain:

7too n - 7271” - n - - 72k n
Y et = <Z%t ) (Z%t ) =Z<Z( 2 cn_k>t.

n=0 n=0 \k=0

To be clear, the expression for the result of multiplying two power series together comes from
grouping together like terms in:

(CLO + a1t + a2t2 + - )(bo + blt + .- ) = aobo + (a0b1 + albo)t + (CLQbo + albl + aObQ)t2 + -

where the coeflicient of t" becomes agb,, + a1bp—1 + - + anby = ZZ:O arbn_g. In the product we
are considering, we take a, = (—2)"/n! and b,, = c,.
Thus our ODE in series form becomes:

oo [oe] n ok
nz_o(n +2)(n+ 1)cppot" + HZO (kzzo ( ]j) Cn—k) " =0.

Comparing coefficients then gives the requirement that

2* B 1 (2
Kl kT S e T Y (- 1) 2

(n+2)(n+1)cpye + Z
k=0

o
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This is the desired recursive relation, which thus determines the solution to our aging problem.
This recursion will only kick once we reach the coefficient cg, but the values of ¢y and ¢; can be
determined from the initial data: if y = co + c1t 4+ cot? 4+ - - -, then

y(0) = co and ' (0) = ¢y,

so in our case ¢g = 2 and ¢; = 1. We will work out some more coefficients next time, and plot
approximations to the solution to see if they make sense based on the physical interpretation above.

Lecture 24: Euler Equations

Warm-Up 1. We return to the aging spring example from last time:

y' +e 'y =0, y(0) =2, y'(0) =1

and work out some explicit coefficients in the power series solution. We saw last time that the
solution can be expressed as a convergent power series on all of R:

[e.e]

Yy = Z cnx"

n=0

and that the coefficients in this series were ¢y = 2,¢; = 1, and then recursively determined by

1 " (—2)k
(n+2)(n+1) = k!

Cnto2 = — Cp—p for n > 0.

Thus, for n = 0 we get:

1 o 1
2= =57 ) S = 5l = -1
k=0

For n =1 we get:

C3 = —3% (01 — 200) s
and so on for a few more coefficients:
1
C4=—m(2—261+200) 12
1 8 1
c5 = *5‘74 <63 — 2¢9 + 2¢1 — 6CO> = *HO
C(;:—L <C4—203+262— 801+ 16 ) :ﬁ
6-5 6 24 360
1 8 16 32 61
cr = —m <C5 — 2¢c4 + 2c3 — 662 + ﬂcl — EOCQ) = —m.
Hence the first few terms in the series solution look like:
y—2tt— L4t L5 3T Ol

2 12 120 360 1008

There is no simple explicit formula for all the coefficients in this case, nor is there a simpler of
expressing the solution y, but we can approximate the solution by taking partial sums of this series:

1 1 1
24+t—12 vs 24t—t24+ =3 vs 24t—t2+ =t — —t* etc.
2 2 12
Plotting the partial sums of 3-rd, 5-th, and 7-th order gives:
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The actual solution (found numerically) is in blue, and has the behavior we expect: jumps up above
y = 2 initially and then becomes to die off when the spring begins to pull back towards the left, but
ever so slowly. Near the initial time ¢ = 0, the partial sum do provide a good approximation to this
solution, with the approximation getting better and better as we take higher-order partial sums.
Now, far enough away from ¢ = 0 the partial sum is no longer a good approximation, but since this
series solution will converge everywhere we know that there is some “high-enough-order” partial
sum which will provide a good approximation even further way; for instance, the 7-th partial sum
above is not a good approximation at ¢ = 2.5, but as we take more and more partial sums we
will eventually find one (maybe of order 100) which does provide a good approximation even near
t = 2.5. Power series solutions in general are best suited for analyzing behavior near the initial
point, so if we really wanted to study the behavior near ¢ = 2.5 we should probably instead use a
power series centered at 2.5 instead of at 0.

Warm-Up 2. We derive a recursive expression for the coefficients in a series solution of
(1—2%)y" —3zy —y =0.
Writing this in standard linear form (where the coefficient of y” is 1) results in:

3z
1 / —
122V _1—x2y_0'

Y

Since the coefficient functions — 13“; > and —ﬁ are each analytic at 0 (polynomials are analytic,
and the quotient of analytic functions is still analytic wherever the denominator is nonzero), we
know that it is possible to express the solution as a convergent power series centered at 0. (Note
that these functions are NOT analytic at 41, so it will not be possible to express the solution as a
convergent power series centered at these points instead. We refer to such points as singular points.
In a bit we will describe one method for dealing with a certain type of such singularities.)

So, expand y as a power series centered at 0:

o0
Y= E cpa™.
n=0

The given ODE then becomes:

[ee] o0 o
(1—2?) Z n(n —1)cz" 2 — 3 Z nepz ! — Z e’ =0,
n=2 n=1 n=0
which after multiplying through by coefficients and reindexing can be written as:
o oo o0 o0
Z(n +2)(n+ 1)cpqoz™ — Z n(n —1)cz™ — Z 3ncpa™ — Z ez = 0.
n=0 n=2 n=1 n=0



(The goal here was to get everything expressed in terms of z™.) Thus, by equating the coefficient
of ™ with zero, for n = 0 we get
2¢co — co = 0;

for n =1 we get
3-2c3—3c1 —c1 =0;

and for n > 2 we get
(n+2)(n+1)cpy2 —n(n —1)e, — 3ne, — ¢, = 0.

Hence:
1 2 nn—1)+3n+1  n+1

022500 C3:§CI CTL+2: (n+2>(n+1) n — n+2cn

Note that this final expression does happen to give the correct value for n = 0 and n = 1 as well,
so this is the recursive relation we want, with ¢y and ¢, arbitrary.

This is all that was required, but let us push further here and derive the explicit series solution.
Computing a few more terms explicitly (in terms of cg, c1) gives:

3 13 4 24 5 1-3:5
“UTY2T o0 BTEB T3 BT U T 5169

The pattern continues, so that in general co, will have a numerator consisting of products of odd
integers and a denominator consisting of products of even integers, and this is flipped for cop1:
(2n—1) 2:4-6---2n

5.
4.6--.2n 0 OMHLT IR (2n 1)

C1.

Thus the series solution explicitly looks like:

[oe) D
_ 2n 2n+1
Y= E Conx™" + g Con+1%
n= n=0
o0

1'3'5"'(277/ 2 4 6 2+1
:COZ 4.6--- x 121 3.5. 2n_|_1)$n ’

where the two series individually define linearly independent solutions.
Regular singularities. ***T0O BE FINISHED***

Euler equations. ***TO BE FINISHED***

Lecture 25: Frobenius Series
Warm-Up. ***TO BE FINISHED***

General 2nd-order linear ODEs. We now consider more general “FEuler-like” ODEs, where we
allow the constants pg, qo used in the Euler case to vary:

2*y" + ap(x)y + q(z)y = 0.
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We will assume that p(z) and ¢(z) are analytic at 0, which guarantees that 0 is a regular singularity
of the equation written in normal form after dividing through by z?:

y// + p(x) + Q(g) —0.
X

Even though this seems like a specialized type of equation, in fact any second-order linear ODE
can be written in this way:

ag(x)y” + ar(x)y +ao(x)y =0~ 2%y’ + (xZ;Exg) y + (x2 Zggg) y=0
() (z)
p(x q(z

with appropriate assumptions on ag(z), a1(x), and az(x)—namely ones which say that 0 is a regular
singularity of the rewritten form. The point of writing a second-order linear ODE in this particular
way is to make use of what we know about Euler equations in order to derive a solution.

Here is the basic idea. Each of the functions p(z), ¢(x) can be expanded as power series:

2?y" + 2(p(0) + c17 + cox® + -+ )y + (q(0) + dyz + dox® + -+ )y =0

where we use the fact that the constant term in the expansion of p(xz) = Y 2 c,a™ is precisely

p(0), and similar for ¢(z). (We won’t care about what the other coefficients explicitly look like.)
The equation above can then be turned into something like:

z2y" + zp(0)y’ + q(0)y +(something with higher order terms) = 0

zerot?l—rorder
where we group together the terms which involve the “zeroth-order” constants p(0) and ¢(0), and
put everything else into the “something with higher order terms” expression. Setting this “zeroth-
order” part equal to zero then gives an Euler equation:

z?y" + zp(0)y’ + q(0)y = 0,

which we can view as a “zeroth-order” approximation to our original ODE. Thus, we can try to build
a solution to our original ODE by taking a solution to this Euler approximation, and modifying it
by adding “higher-order” terms as needed in order to get a solution of our original equation:

(Euler solution) + (higher-order terms).

If these “higher-order” terms are chosen in just the right way, we will in fact end up with an honest
solution of 22y” + zp(x)y + q(x)y = 0.

The Euler equation x2y” + xp(0)y’ + ¢(0)y = 0 has indicial equation

r? + (p(0) — 1)r 4 ¢(0) = 0,

and we will refer to this as being the indicial equation of our original Fuler-like equation as well.
The Euler solutions can then be determined by finding the indicial roots, as described previously.

Frobenius method. In the case where we we have real and distinct indicial roots, we get Euler
solutions of the form ", and we then try to construct a solution to our original ODE by adding
higher-order terms to this:

x" + (higher-order terms).
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To be precise, we look for a solution of the form:

1 2
r+ r+ 7‘+3_|_“_

4" e + csx

9

which after factoring out a common z” can be written as x” times a power series:
oo
"4z +er?+---)=2a" g cnx™.
n=0

(In fact, we will allow for more general constant terms ¢y apart from ¢y = 1 in this power series,
since if 2" is a solution to our approximating Euler equation, then so is coz”.) The goal is then to
determine the coefficients ¢, needed in order for this proposed solution to be an actual solution to
our ODE. Usually, we will only be able to determine these coefficients recursively and not necessarily
explicitly, but that is good enough for most purposes.

The expression x" ) 7 jc,a” is not necessarily itself a power series, since r need not be a

nonnegative integer. For instance, for r = % our proposed solution looks like

o
\/Ech:c” = oI + cox/T + c3aiT 4+ -
n=0

which is not a power series due to the fractional powers. Such a series is called a Frobenius series,
and the method we will use to construct such solutions is called the Frobenius method.

In the case where the indicial equation has a repeated root, we know that to get a second Euler
solution we need to use something like " In z, so in this case we should be looking to construct a
solution to our ODE using something like

(0.9}
2" Inz + (higher-order terms) = z" Inz Z cpx”,

n=0
and in the complex root case we should use something like
oo o
x® cos(BInx) + (higher-order terms) = x cos(f In x) Z cpx”  or z%sin(Blnx) Z ez
n=0 n=0

These are NOT “Frobenius series”, and we will not discuss these types of solutions any further.
But, essentially the idea for finding solutions of this form is the same as the Frobenius method
we will describe: plug these proposed solutions into the ODE, and then determine the coefficients
needed recursively to extent possible.

Example. It is easiest to describe the workings of the Frobenius method via an example, so here
we go. We seek to solve the following second-order linear ODE:

vy’ +(2—2)y —y=0.
First, we write this in the required Euler-like form by multiplying through by x:
2,1

2%y + 22 —-2)y — 2y =0.

(This was needed in order to end up with the correct indicial equation.) Then p(z) = 2 — x and
q(x) = —z, so the indicial equation is

2+ (p(0) — D)r 4+ q(0) =72 +r =0,
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and the indicial roots are r = —1,0. Thus we will build solutions to our ODE by adding higher-order

terms to z ! = % and 20 = 1.

Suppose our solution takes the form of a Frobenius series:

(o] (o]
y=ax" E cpx”t = g enr™ "
n=0 n=0

for some to-be-determined coefficients ¢,,. Plugging this into our ODE gives the following;:

oo oo oo
22 Z(n+r)(n+7"— Depa™ 2 42(2 — 2) Z n+r)e,z" L —chnx”+T =
n=0 n=0 =

~~
yl/ y/ y

As with prior series solutions, the goal now is to express everything in terms of a common power
of = so that the coefficients will be more to easy compare. After bringing the 22 into the first sum
we end up with 27", so let us express everything in terms of this. The middle term splits into two
pieces after disbributing, so altogether we get:

o0 oo oo oo
Z(n +7)(n+7r—1)cpa™" +2 Z(n + 1)zt — Z(n +1)epz T - Z Cpx™ Tt = 0.
n=0 n=0 n=0 n=0

We can rewrite the third and fourth sums to use z"*" instead of 2"*"*! by reindexing these to
begin at n = 1 instead of n = 0, which has the effect of decreasing every instance of n by 1

o0 o0 o0

Z(n +r)(n+r—1)c, ™" + QZ(n + 7)epa™t — Z(n —1+7r)ep_1a™t ch 12" = 0.

n=0 n=0 n=1

Now we can equate coefficients on both sides, which in particular means that the coefficient of
2™ on the left should be zero for all n > 0. To start with, the coefficient of 2" when n = 0 is

0+7)(04+7r—1)co+2(047)co

which only comes from the first two sums since the third and fourth have z"*! as the smallest
power of  which appears. Thus we get the requirement that

r(r — 1)co + 2rco = 0, which becomes (72 + 7)co = 0.

In the end, the recursion we will derive for all other coefficients ¢, will relate them to the value of
o, so if cg = 0 then all remaining coefficients will be zero as well and we will not get a nontrivial
solution. Thus in order to get a nontrivial solution, this first condition imposes the requirement
that 2 +7 = 0, which is precisely the indicial equation of this ODE! This is the point: the inidicial
equation r2 + (p(0) — 1)r + ¢(0) = 0 is precisely the condition needed in order to get nontrivial
solutions via the Frobenius method, which is why we assume that r in 2" > ¢,2™ is in fact an
indicial root. For each choice of root (recall we are in the distinct real root case), we will get a
Frobenius solution determined recursively.

With r being an indicial root, the value of ¢g is then arbitrary. Next, the coefficient of z
n > 1 in the series equality above is:

T for

(n+r)n+r—1c,+2n+7)ep —(n—14+7)cp—1 —cp—1 =0.
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After simplifying, this turns into (n +7)(n + 7+ 1)c, — (n 4+ 7r)cp—1 = 0, so we get the recursion

Cn—1

=———forn>1.
n+r+1

Thus for the indicial root r = —1, we get that

o0
Y1 = z! chx” for cg arbitrary and ¢, = Cn—1 ,n>1
n=0
is a solution to our ODE, and for r = 0 we get
o0
yp = a° Z cpx” for ¢y arbitrary and ¢, = :Ln—ljll ,n>1

n=0
as a second solution. In general this is about as far as we will be able to get, but in this case we

can be more explicit. The recursions give the explicit values

¢ c
Cpn = D inthe r = —1 case, and ¢, = — 0 inthe r = 0 case.
n! (n+1)!

Hence, explicitly (let us take g = 1 in both cases) we have
n X n

= — _—_—=— an = =
n=3 n!l x b2 = (n+1)! x

n=0

as solutions of our ODE. These are in fact linearly independent, and so the general solution to the
second-order ODE zy” + (2 — z)y’ —y =0 (for x £ 0) is

x x

e —1
Yy=c1— +c3 .
T T

Note in particular that taking ¢c; = 1,c0 = —1 gives y = % as a solution, which was not obvious at
the start.
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